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ABSTRACT

Context. Recent advances in the development of precise radial velocity (RV) instruments in the near-infrared (near-IR) domain, such
as SPIRou, have facilitated the study of M-type stars to more effectively characterize planetary systems. However, the near-IR presents
unique challenges in exoplanet detection due to various sources of planet-independent signals which can result in systematic errors in
the RV data.
Aims. In order to address the challenges posed by the detection of exoplanetary systems around M-type stars using near-IR obser-
vations, we introduced a new data-driven approach for correcting systematic errors in RV data. The effectiveness of this method is
demonstrated through its application to the star GJ 251.
Methods. Our proposed method, Weighted principAl comPonent reconsTructIon (referred to as Wapiti), used a dataset of per-line
RV time series generated by the line-by-line (LBL) algorithm and employed a weighted Principal Component Analysis (wPCA) to
reconstruct the original RV time series. A multistep process was employed to determine the appropriate number of components, with
the ultimate goal of subtracting the wPCA reconstruction of the per-line RV time series from the original data in order to correct
systematic errors.
Results. The application of Wapiti to GJ 251 successfully eliminated spurious signals from the RV time series and enabled the first
detection in the near-IR of GJ 251b, a known temperate super-Earth with an orbital period of 14.2 days. This demonstrates that, even
when systematics in SPIRou data are unidentified, it is still possible to effectively address them and fully realize the instrument’s
capability for exoplanet detection. Additionally, in contrast to the use of optical RVs, this detection did not require us to filter stellar
activity, highlighting a key advantage of near-IR RV measurements.

Key words. techniques: radial velocities – techniques: spectroscopic – methods: data analysis – stars: individual: GJ 251 –
planetary systems – stars: low-mass

⋆ Based on observations obtained at the Canada–France–Hawaii Tele-
scope (CFHT) which is operated from the summit of Maunakea by the
National Research Council of Canada, the Institut National des Sciences
de l’Univers of the Centre National de la Recherche Scientifique of
France, and the University of Hawaii. The observations at the Canada–
France–Hawaii Telescope were performed with care and respect from
the summit of Maunakea which is a significant cultural and historic
site. Based on observations obtained with SPIRou, an international
project led by Institut de Recherche en Astrophysique et Planétolo-
gie, Toulouse, France. SPIRou is an acronym for SPectropolarimetre
InfraROUge (infrared spectropolarimeter).

1. Introduction

Over the past few years, the development of precise radial
velocity (RV) instruments in the near-infrared (near-IR) domain,
such as HPF (Mahadevan et al. 2012), IRD (Kotani et al. 2014),
CARMENES-NIR (Becerril et al. 2017), NIRPS (Bouchy &
Doyon 2018) and SPIRou (Donati et al. 2020), has facilitated
the detection and characterization of new exoplanetary systems
(Cadieux et al. 2022; Martioli et al. 2022). These instruments
have enabled the expansion of research on M-type stars
to the Y JHK spectral bandpasses (Quirrenbach et al. 2018;
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Reiners & Zechmeister 2020). Those stars are of particular
interest because they constitute the majority of main sequence
stars in the solar neighborhood (Henry et al. 2006). Moreover,
thanks to their low masses, M dwarfs are particularly well
suited for the detection of planet RV signatures of a few m s−1

(Anglada-Escudé et al. 2016; Bonfils et al. 2013; Faria et al.
2022; Mascareño et al. 2023) and they are known to harbor
more rocky planets than stars of other types (Bonfils et al. 2013;
Dressing & Charbonneau 2015; Gaidos et al. 2016; Hsu et al.
2020; Sabotta et al. 2021).

However, M dwarfs pose challenges for exoplanet detection
due to their high levels of magnetic activity, which produce
spurious RV signals (Bonfils et al. 2007; da Silva et al. 2012;
Newton et al. 2016; Hébrard et al. 2016). Additonally, similar to
other instruments operating in the optical range, some systemat-
ics may originate from the instrument itself, such as an average
intra-night drift and a nightly zero-point variation that can be
corrected (Trifonov et al. 2020; Tal-Or et al. 2019), or instru-
mental defects (Dumusque et al. 2015). Furthermore, the near-IR
range required to analyze the red spectral energy distribution of
M dwarfs is prone to strong telluric absorption lines which can
create an additional source of uncertainty in the measurement
of RV (Artigau et al. 2014). The near-IR poses other chal-
lenges, including persistence in infrared arrays. Most notably,
this phenomenon is characterized by the fact that not only is the
preceding frame of significance, but the entire illumination his-
tory spanning the last few hours, is as well. Specifically, bright
targets observed at the outset of a night can impact the observa-
tion of fainter targets later on in the same night (Artigau et al.
2018).

Despite efforts to correct these systematics, it is possible
that spurious signals may still remain after applying existing
techniques, potentially due to incorrect assumptions, technical
limitations, or unidentified sources. To address this issue, we
present a new data-driven method for correcting systematics in
RV data. We focus our work on data collected with the SPIRou
instrument, a high-precision RV spectrograph in the near-IR
domain with two science topics that are at the forefront: the quest
for Earth-like planets in the habitable zones of very-low-mass
stars, and the study of low-mass stars and planet formation in the
presence of magnetic fields (Donati et al. 2020).

To achieve these science goals, SPIRou has a large program
(LP) called the SPIRou Legacy Survey (SLS)1 which was allo-
cated 310 nights over seven semesters (2019a to 2022a) on the
Canada-France-Hawaii Telescope. The SLS-Planet Search pro-
gram, which is a part of this LP, aims to detect and characterize
planetary systems around ∼50 nearby M dwarfs (Moutou et al.,
in prep.).

The SPIRou data are prone to the previously mentioned sys-
tematics and it is necessary to develop methods to correct them.
Our method, Weighted-principAl comPonent analysIs recon-
sTructIon, referred to as Wapiti2, is agnostic to the origin of the
systematics and reconstructs the per-line RV time series. This
method takes advantage of the new line-by-line (LBL) algorithm
(Artigau et al. 2022) used to compute RV data with SPIRou,
which provides a RV time series for each line of the spectrum.
The application of principal component analysis (PCA) to miti-
gate systematics in RV data is a well-established technique in the
exoplanet community. However, existing methods are primarily
aimed at specifically reducing the impact of stellar activity, such
as the methods presented in Collier Cameron et al. (2021) and

1 https://spirou-legacy.irap.omp.eu/doku.php
2 https://github.com/HkmMerwan/wapiti

Cretignier et al. (2022). PCA based methods were also explored
to correct for telluric or instrumental effects in prior studies
(Artigau et al. 2014; Cretignier et al. 2021). Our method, on the
other hand, is unique in that it does not focus solely on reducing
the impact of stellar activity or telluric effects but instead is a
versatile and flexible approach that can be applied to any target,
as long as LBL data are available. We demonstrate the effective-
ness of Wapiti by applying it to the star GJ 251, a target with a
known planet in the SLS-Planet Search program.

This paper is structured as follows. Section 2 provides an
overview of the observations, data reduction, and LBL algo-
rithm used for the study. Section 3 presents the Wapiti method
in detail, including how it determines the optimal number of
principal vectors. Section 4 demonstrates the efficiency of the
Wapitimethod by eliminating systematic peaks and confirming
the detection of a planet with a 14.2-day period. Finally, Sect. 5
summarizes the main results and discusses potential future work.

2. Observations

2.1. GJ 251

The star GJ 251 (HD 265866) is a red dwarf with a spectral type
of M3V (Kirkpatrick et al. 1991) located 5.5846 ± 0.0009 pc
away (Gaia Collaboration 2020) from Earth. From the analy-
sis of SPIRou spectra, Cristofari et al. (2022) derived the stellar
parameters listed in Table 1 that we used in our study.

In Butler et al. (2017), the detection of two planets with
orbital periods of 1.74 and 601.32 days was claimed to be made
using the HIRES spectrograph at the Keck observatory. How-
ever, in Stock et al. (2020), no such evidence was found in
the CARMENES visible data. Instead, a planet with an orbital
period of 14.238 ± 0.002 days was identified in the data, with
a semi-amplitude K = 2.11 ± 0.20 m s−1, which falls within
the category of temperate super-Earths, with a calculated mass
of Mp sin i = 4.0 ± 0.4 M⊕ and an equilibrium temperature of
Teq = 351 ± 1.4 K (Stock et al. 2020). The small amplitude of
this planet makes GJ 251 an ideal candidate to demonstrate that
SPIRou is also a suitable instrument for detecting Earth-like
planets in the habitable zone of M dwarfs.

The observations were collected as series of circular polar-
ization sequences of 4 individual sub exposures per night. The
data collection for GJ,251 spans from December 12, 2018 to
April 14, 2022, comprising a total of 769 subexpositions, with
each visit comprising four subexposures. Out of the available
data, three visits are incomplete, leaving us with a total of
191 complete visits. The airmass during these observations var-
ied from a minimum of 1.028 to a maximum of 2.003, with a
median value of 1.083. The signal-to-noise ratio per 2.28-km s−1

pixel bin in the middle of the H band, as measured with 61-s
exposures, has a median value of 137.0.

2.2. The SPIRou spectropolarimeter

SPIRou is a high-resolution near-infrared spectropolarime-
ter installed in 2018 on the Canada-France-Hawaii Telescope
(CFHT). It has a spectral range from 0.98 to 2.35µm at a spectral
resolving power of about 70 000 (Donati et al. 2020). The instru-
ment operates in vacuum at 73 K, regulated to sub-mK level, with
a temperature-controlled environment (Challita et al. 2018). It
has precise light injection devices (Parès et al. 2012) and splits
light into two orthogonal polarization states using ZnSe quarter-
wave rhombs and a Wollaston prism located in its Cassegrain
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Table 1. Retrieved stellar parameters of GJ 251 (Cristofari et al. 2022).

Parameters Value

Teff (K) 3420 ± 31
[M/H] −0.01 ± 0.10
[α/Fe] −0.01 ± 0.04
log g 4.71 ± 0.06

Radius (R⊙) 0.365 ± 0.007
Mass (M⊙) 0.35 ± 0.02
log (L/L⊙) −1.786 ± 0.003

unit. It uses two science fibers (A and B) and one calibration
fiber (C; Micheau et al. 2018). The detector is a 15-micron
science-grade HAWAII 4RGTM (H4RG) from Teledyne Systems
used in its up-the-ramp readout mode (Artigau et al. 2018).

2.3. SPIRou data reduction with APERO

The spectra of GJ 251 were reduced with the 0.7.275 version
of the SPIRou data reduction system (DRS) called APERO (A
PipelinE to Reduce Observations) which is detailed in Cook et al.
(2022). The APERO pipeline processes science frames to produce
2D and 1D spectra from the two science channels and the cali-
bration channel. The wavelength calibration uses a combination
of exposures from a UNe hollow cathode lamp and a Fabry-Pérot
etalon (Hobson et al. 2021). Barycentric Earth radial velocity
(BERV) is calculated to shift the wavelengths to the barycentric
frame of the solar system using barycorrpy (Kanodia & Wright
2018). Finally, the pipeline incorporates a correction for telluric
absorptions and night-sky emission, which will be detailed in an
upcoming publication (Artigau, in prep.).

2.4. LBL algorithm

Radial velocities of GJ 251 were obtained from the telluric-
corrected spectra using the line-by-line (LBL) method described
in the paper by Artigau et al. (2022). This method, which is
based on the framework developed in Bouchy et al. (2001), has
been proposed by Dumusque (2018) and further explored by
Cretignier et al. (2020) in the context of optical RV observations
with HARPS. The LBL calculates Doppler shifts for individ-
ual spectral lines. To achieve this, a template with low noise is
required, as the RVs are inferred from the comparison between
the residuals of the observed spectrum and the template, as well
as the derivative of the template. In practice, a high signal-to-
noise ratio (S/N) combined spectrum is used as a template for a
given target, to ensure that any remaining noise is small com-
pared to an individual spectrum. The LBL method has been
compared to other methods such as the cross-correlation func-
tion and template matching in Martioli et al. (2022) and Artigau
et al. (2022).

For each spectrum, the LBL algorithm combines the veloc-
ities of individual lines (27 702 lines in the case of GJ 251)
into a single RV measurement. This is achieved using a mix-
ture model, which assumes that the velocities of individual lines
are distributed according to a Gaussian distribution centered on
the mean velocity, or another distribution of high-sigma out-
liers with multiple origins (e.g., bad pixels, cosmic rays, telluric

Fig. 1. Comparison of LBL RVs data for GJ 251 with and without zero
point correction. The top panel shows the data with and without zero
point correction, indicated by black and red points respectively. The zero
point offset is shown in blue. The bottom panel shows the corresponding
periodograms for the time series in the same color scheme, and the blue
line represents the window function. The significance levels of FAP =
10−3 and FAP = 10−5 are indicated by the solid and dashed horizontal
lines, respectively. The 1-yr period, the 180 days period, and the synodic
(29.5 days) period of the Moon are represented by vertical black dashed
lines, and the period of the claimed planet in Stock et al. (2020) is in
red.

residuals). The RV measurements are grouped by night by cal-
culating the inverse-variance weighted mean of all observations
for each night, resulting in a reduction from 769 to 177 data
points. To address the variation in velocities of the day-to-day
drift, a correction is applied using simultaneous Fabry–Pérot
measurements. Furthermore, to take into account any long-term
variation, a Gaussian Process (GP) regression was computed
using the most observed stars in the SLS in order to estimate
the zero point in the time domain. This procedure is similar to
the one conducted for SPIRou data in Cadieux et al. (2022) or
for SOPHIE (Courcol et al. 2015), HARPS (Trifonov et al. 2020)
and HIRES (Tal-Or et al. 2019) spectrographs. In our case, we
employed the celerite package (Foreman-Mackey et al. 2017)
to fit a GP model using a Matérn 3/2 kernel. The estimation of
the hyper-parameters was achieved by minimizing the likelihood
function. Studies on common trends in SPIRou data are being
conducted in parallel, and will address the differences between
GPs and more commonly used tools such as a running median or
nightly offsets in forthcoming work by the SPIRou team.

The final outcome of the data reduction is presented in Fig. 1,
wherein the red data points represent the results obtained after
applying zero point correction and the black data points repre-
sent the results without such correction. To identify periodicities
in the time series, a generalized Lomb–Scargle (GLS) peri-
odogram was used (Zechmeister & Kürster 2009), with a grid
of 100 000 points ranging from 1.1 days to 1000 days, using the
astropy package (Astropy Collaboration 2018). The false alarm
probability (FAP) of the maximum peak was calculated using the
analytical formula in Baluev (2008).
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As is illustrated, even with the careful processing steps in
APERO, the LBL algorithm produced time series with spurious
peaks at a period of 6 months and 1 yr. However, the planet as
reported in Stock et al. (2020) was not detected. Notably, the
zero-point correction did not alleviate these systematic effects
but rather amplified them. As this 180-day peak is not present in
the window function, it can be inferred that it did not arise from
the observation strategy but from an unclear systematic effect.
These signals may be attributed to a defective telluric correction;
however, the underlying cause is poorly understood and a practi-
cal, physics-based correction is currently unavailable. Therefore,
GJ 251 serves as an appropriate example of how our method can
eliminate spurious signals from RV data.

3. The Wapiti method

Our approach applies a PCA to the per-line RV time series
produced by the LBL algorithm. Since these datasets may be
noisy and contain missing data, we use the weighted principal
component analysis (wPCA) method described in Delchambre
(2015), implemented in the wpca module3 and each observa-
tion is weighted by the inverse of its uncertainty squared. The
objective of the Wapiti method is to eliminate the sources of
systematic error. This is achieved by performing a wPCA recon-
struction of the original per-line RV time series and subtracting
its reconstructions from it. The rationale behind this approach is
that, in a time series dominated by spurious signals of unknown
origin, selecting appropriate components can serve as a proxy
for correcting the effects responsible for the resulting systematic
errors.

To determine the appropriate number of principal vectors,
we suggest the following approach. First, we discarded all indi-
vidual line RV time series that have more than 50% of missing
data, reducing the number of lines from 27 201 to 17 923. Such
missing data may occur for a line when the RV value deviates by
more than five sigma from the standard deviation in relation to
the line’s RMS (Artigau et al. 2022). Subsequently, we binned
each individual per-line RV time series by night, by comput-
ing the inverse-variance weighted mean of all observations for
each night. Afterward, we night-binned in a similar fashion the
Fabry–Pérot drift also computed with the LBL and removed it
from each individual per-lines RV time series. Finally, we stan-
dardized the time series using their inverse-variance weighted
mean and variance.

3.1. Reducing the number of components through a
permutation test

The selection of the appropriate number of components for a
wPCA is a critical aspect. Too few components may fail to
effectively remove undesired contamination, while an excessive
number of components may lead to over-fitting and an increase
in the levels of random noise. To address this issue, a method is
needed to determine which wPCA components are relevant and
necessary for the analysis. In our work, we first used a permuta-
tion test (Vieira 2012) which involves independently shuffling
the columns of the dataset, and then conducting a wPCA on
the resulting dataset. We repeated this process 100 times and
compared the explained variance of the original dataset with
the permuted versions. If a principal component is relevant, we
expect that the permuted explained variances of that component
will not be greater than the original explained variance. We can

3 https://github.com/jakevdp/wpca

Fig. 2. p-values of each component as determined by the permutation
test. Only the components with a p-value below a certain threshold
(≤10−5) are considered to have a significant contribution, rather than
being just random noise.

identify the relevant components by examining the p-values and
selecting those with low p-values (≤10−5). The result was that
only the first 26 components cannot be explained by noise as it
can be seen in Fig. 2.

3.2. Leave-p-out cross-validation

To evaluate the significance of the number of components
retained after the permutation test, we conducted a leave-p-out
cross-validation. This approach has been used by Cretignier et al.
(2022) to select relevant components, albeit with variations in
the methodology. In this study, we generated 100 subsets of
the per-lines RV dataset, each containing 80% of the lines ran-
domly selected. The wPCA was then recalculated for each of
these N datasets to assess the robustness of the 26 remaining
components.

The underlying idea involves evaluating the robustness of the
eigenvector basis, also known as principal vectors, by examining
their stability under the removal of a few lines. Should a prin-
cipal vector exhibit excessive sensitivity to the lines in use, it
is deemed superfluous and may be discarded. We employed the
Pearson coefficient of correlation as the evaluation metric, for
the reasons stated in Cretignier et al. (2022) being that it is com-
putationally efficient, bounded, and insensitive to the amplitudes
of vectors. Specifically, we computed the Pearson coefficient
between the nth principal vector obtained from the wPCA using
the full dataset and the nth principal vector obtained from each of
the N subsets. The absolute value of the coefficient was taken, as
the wPCA vectors may change sign. The median Pearson coeffi-
cient value was calculated for each component number, and only
those with a value above an arbitrary threshold of 95% were
retained, as in Cretignier et al. (2022).

As depicted in Fig. 3, it was observed that the value first
goes below the threshold after the 13th component. This indi-
cates that the principal vectors after the 3th one are not correlated
with their corresponding vectors in the original dataset, implying
that these eigenvectors are reliant on the lines used. As a result,
they were disregarded, leaving us with 13 components for the
remainder of the Wapiti method. In future research, efforts will
be conducted to study how the number of components obtained
through the application of the two methods, namely the permu-
tation test and the leave-p-out cross-validation, varies with the
target being studied.

3.3. Removing outliers

Per-line RVs have the potential to be affected by short-term fluc-
tuations that are not correlated with the most significant principal
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Fig. 3. Mean Pearson coefficients as a function of the components.
Those with a value below 95% are discarded, leaving the number of
components to 13.

vectors. These outliers can adversely affect the ability to iden-
tify systematics and reduce the accuracy of the reconstruction.
Collier Cameron et al. (2021) applied a singular value decom-
position to the shape of the CCF and used a one-dimensional
rejection mask in the time domain to remove outliers. For each
principal component, they classified observations as “bad” if
their absolute deviations are farther from the median value than a
specified number kmad of the median absolute deviations (MAD),
and “good” otherwise. If even one epoch in a principal compo-
nent is an extreme outlier, it is likely that the entire observation
is contaminated. In this study the authors determined that a kmad
value of 6 yielded satisfactory results at the cost of rejecting
33 data points out of 886.

In our work, we considered the per-line RV time series and
applied a similar method to the principal vectors. However,
selecting an appropriate value for kmad is not a straightforward
task. Although one could potentially choose a value such as
kmad = 15 to correspond to a 10σ rejection, this would seem
arbitrary. Furthermore, such an approach would not align with
the aim of our method, which is to be able to operate indepen-
dently on stars without requiring an intervention to select the
appropriate value of kmad for each target. For this reason, we
have chosen to employ a different strategy. We computed the
ratio of the absolute deviation (AD) of the nnth principal vector
Vn (t) to its MAD, and assigned the maximum value of this ratio
to each epoch across all components (we recall that for a time-
series X and naming its median X̄ we have AD (X) = |X − X̄| and
MAD = median (AD (X))). We use the letter D to denote this
value, which measures the degree of anomaly in an observation:

D (t) = max
n

AD (Vn (t))
MAD (Vn (t))

. (1)

Consequently, we reorganized the epochs in a descending
order based on the value of D, resulting in a list that ranks the
degree of anomaly of each observation. We chose to discard the
first N elements from this list. To identify the optimal value
of N, we gradually removed them one by one and determined
the number that maximizes the significance of the signal in the
corrected RV once the Wapiti method had been applied. We
found that removing the first seven outliers produced the best
outcomes, reducing the time series from 178 to 171 data points.
It is acknowledged that readers may perceive this method to be
specific to individual stars. However, we contend that this is a
justifiable approach for our selected target GJ 251, as the signal
remains consistent regardless of the number of rejected outliers.
Moreover, the main benefit of this approach is that it provides
a framework to assess the level of anomaly for any target at a

given epoch. For further information about this process, refer to
Appendix A.

The top-left panel of Fig. 4 displays the RV time series with
flagged outliers highlighted in red. The periodogram of the RV
time series after the removal of outliers is displayed on the right.
Furthermore, the first two principal vectors are presented on the
left, with the previous principal vectors using all available data
points depicted in red, and the new principal vectors obtained
from applying the wPCA on the remaining data points shown in
black. The periodograms of the new principal vectors are dis-
played on the right. From the periodograms, it can be observed
that the presence of a 1-yr period and a 180-day period is evident
in the two vectors, indicating that the wPCA method identified
signals within the per-line RV dataset that may be contribut-
ing to the resulting systematic errors. We furthermore observed
that the principal vectors did not exhibit any signs of the known
14.2 d planet, indicating that our approach did not inadvertently
capture the Keplerian signal in our data. It can also be noted
that a prominent signal with a period of 120 days appears in the
first vector, while not present in the RV time series. This period
could correspond to a harmonic of the 1 yr signal, however we
also note that it is close to the reported star’ s rotation period
of Prot = 124 ± 5 days in Stock et al. (2020). We attributed this
signal to stellar activity for reasons that will be more detailed in
subsequent sections.

4. Results

4.1. The Wapiti corrected time series and its analysis

The method outlined in the previous section has allowed us to
determine the most appropriate number of components for our
dataset on GJ 251. We subsequently subtracted the reconstruc-
tion of the original time series to itself to generate a new time
series, which we refer to as the Wapiti corrected time series.
We evaluated the effectiveness of the correction by analyzing
the resulting periodogram as illustrated in Fig. 5. In this figure,
the time series resulting from the correction is depicted in blue
and the original data are represented in black. The same color
scheme is used when plotting the periodograms below the time
series.

As desired, the Wapiti correction effectively eliminated
the 180 d and 365 days peaks that we attributed to systematics
present in our data since those periods are no longer statisti-
cally significant and the planet previously reported by Stock et al.
(2020) is now discernible in our data, making it the first detec-
tion of GJ 251b with near-IR velocities. More precisely, the most
prominent peak went from a 184 d period peak with a FAP level
of 9.15×10−5 to a 14.2 days peak with a FAP level of 4.01×10−9

after correction. In Appendix B, we explore the impact of the
number of components used for the wPCA on this detection.

To analyze the corrected RV time series obtained from the
Wapiti algorithm, a model µ consisting of a Keplerian orbit
with a period of 14.2 days and an offset was employed, using
the radvel package (Fulton et al. 2018) on the corrected data.
However, caution must be exercised when fitting this model, as
the reconstruction process may degrade it. The reason being that
although there were no signs of the Keplerian signal found in
the principal vectors, it is important to note that they may not
be orthogonal to it. Therefore, it is possible that when subtract-
ing the wPCA projection from the time series, the projection of
the Keplerian signal could still have a nonzero value, posing a
potential issue when trying to correctly characterize the signal.
Therefore, it could be necessary to take into account the filtering
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Fig. 4. Radial velocity time series and principal vectors. Left panels show the RV time series and and the first two principal vectors. Their
respective periodograms are on the right. The significance levels of FAP = 10−3 and FAP = 10−5 are indicated by the solid and dashed horizontal
lines, respectively.

effect of the wPCA reconstruction when fitting the model. This
can be achieved with minimal computational cost by using the
wPCA to reconstruct the desired model and then fitting the dif-
ference between the original model µ and its wPCA reconstruc-
tion µ̂ to the corrected RV time series obtained from Wapiti.
Concretely, denoting R the wPCA reconstruction we have
µ̂ = R (µ) and we suggest to fit µ− µ̂ to the corrected data instead
of simply µ. This process bears resemblance to that described in
Gibson et al. (2020), wherein they used this method to take into
account the filtering impact of the SysRem algorithm (Tamuz
et al. 2005) on their model. The periodogram of the residuals in
Fig. 6 does not show any signs of one of the planets reported in
Butler et al. (2017).

To obtain estimates of the uncertainties on the free param-
eters, we employed a Bayesian Markov chain Monte Carlo
(MCMC) framework to sample the posterior distribution, with
100 000 samples, 10 000 burn-in samples, and 100 walkers using
the emcee module (Foreman-Mackey et al. 2013). The orbital
and derived planetary parameters are shown in Table 2 and
compared to those obtained in Stock et al. (2020). In order to
calculate the mass of the planet, Mp sin i, we used the mass of
the star and its uncertainty obtained from Cristofari et al. (2022)

and listed in Table 1. One may note that the eccentricity is
poorly constrained from our RV data, prompting the question of
whether a circular fit would yield a better result. To address this,
we conducted a comparison of the maximum likelihood estima-
tion (MLE) for both Keplerian and circular models, allowing
us to compute their respective Bayesian Information Criterion
(BIC; see Schwarz 1978). By taking the logarithm of the Bayes
factor (log BF = BICcirc.−BICkep.

2 ), we were able to compare the
two models. Our analysis strongly favored the Keplerian model
(log BF = 15), and as such, we decided not to perform a MCMC
estimation of the orbital parameters using a circular model. The
phase-folding of the best-fitted model to the data is displayed in
Fig. 6 which also present the periodogram of the residuals with
no significant signals within it.

4.2. Injection recovery test

In order to assess the effectiveness of the Wapiti method in
retrieving correct planetary parameters and to verify our claim
that it is necessary to take into account the wPCA reconstruc-
tion of our model, we performed an injection recovery test.
We first removed the Wapiti corrected RV time series from
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Table 2. Orbital and derived planetary parameters from the analysis of GJ 251.

Wapiti Priors Stock et al. (2020)

Orbital Parameters

Period (days) 14.24+0.01
−0.01 U (14, 15) 14.238+0.002

−0.002

t0 − 2450000 (BJD) 8628+3
−3 U (8622.01, 8632.01) 8626.69+0.34

−0.35

K (m s−1) 3.25+0.41
−0.40 U (0, 4) 2.11+0.21

−0.20
√

e cosω −0.12+0.32
−0.23 U (−1, 1) 0.06+0.21

−0.22
√

e sinω 0.10+0.22
−0.22 U (−1, 1) 0.20+0.16

−0.22

Derived parameters

Mp sin i (M⊕) 6.02+0.80
−0.78 – 4.00+0.40

−0.40

ω (degrees) 60+86
−209 – 78.8+47.6

−44.7

e 0.11+0.11
−0.07 – 0.10+0.09

−0.07

Notes. The parameters derived from the Wapiti corrected RV data from SPIRou are compared to those from Stock et al. (2020) using CARMENES
and HIRES spectrographs.

Fig. 5. Effectiveness of the Wapiti correction method on the RV time
series. The top panel of the figure shows the original data in black and
the time series from the Wapiti correction in blue. The bottom panel
shows the corresponding periodograms using the same color code, it
can be seen that the correction has successfully eliminated the 180 and
365 days systematic peaks. The reported 14.2 days period planet is now
detected at high significance in the blue periodogram with a FAP level
of 4.01 × 10−9.

each per-line RV time series. We then injected a signal con-
sisting of a Keplerian with the parameters corresponding to the
best-fit parameters of GJ 251b from our analysis, except for the
semi-amplitude Kinjected that we made vary from 2 to 10 m s−1.

We chose a range of semi-amplitude values that explore
the low and intermediate regime where the planetary signal is
either of lower or of comparable magnitude with the systematics

present in our data. In our case, the systematics consist of
a 180 days signal of ∼6 m s−1 amplitude. This range of semi-
amplitude allowed us to assess the ability of the Wapiti method
to recover the injected planetary signal.

For each injected signal, we employed a simple model
comprising of only the injected Keplerian with varying semi-
amplitude and an offset. Our aim was to quantitatively assess the
effect of the Wapiti method on the estimated semi-amplitude
Kcomputed. To accomplish this, we used a MCMC approach,
which consisted of 100 000 steps, 10 000 burn-in samples, and
100 walkers. We set a uniform prior distribution between –50
and 50 m s−1 over the semi-amplitude.

In order to evaluate the importance of subtracting the wPCA
reconstruction µ̂ from the model µ, we conducted a comparative
analysis by fitting both µ and µ − µ̂ to the data and examining
their impact on the estimated semi-amplitude. Our findings dis-
played in Fig. 7 demonstrate that the injection recovery test is
generally successful and the Wapiti method accurately recov-
ers the correct semi-amplitude. However, as the semi-amplitude
increases, the exclusion of the reconstruction µ̂ becomes increas-
ingly significant. Fitting only µ results in an underestimation of
the correct semi-amplitude.

4.3. Stellar activity in GJ 251

It is noteworthy that contrary to the method employed by Stock
et al. (2020), we did not use a quasi-periodic GP to account for
stellar activity in our analysis. In their paper, they reported a rota-
tion period of 124 ± 5 days while Fouqué et al. (2023) detected
a periodicity of 98.7+11.5

−4.8 days by analyzing the time series of
the longitudinal magnetic field (Bℓ), yet we did not observe such
signals in our RV periodogram. Nonetheless, for completeness,
we fit two models consisting of one planet and one planet plus a
quasi-periodic GP of the form

k (τ) = A exp
(
−
τ2

2l2
− Γ sin2

(
π

P
τ
))
. (2)

The GP was computed using george (Ambikasaran et al.
2015). We calculated the Bayes factor to compare the two models
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Fig. 6. Results of the RV analysis using the Wapiti corrected time
series. The top panel illustrates the phase-folding of the planet with
the best-fit 14.2-day period, represented by a solid black curve, and the
black circles depict the binned RV measurements. The middle panel
displays the residuals after the model has been fit, and the bottom panel
presents the resulting periodogram, which indicates the absence of any
remaining significant signals within the data.

and it was found that adding the quasi-periodic GP did not
improve the fit (log BF = −5.5), reinforcing our conclusion that
stellar activity does not impact our RV data. Ultimately, we deter-
mined that it was not necessary to account for the influence of
stellar activity when characterizing the planet orbiting GJ 251.

However, when performing a wPCA on the differential line
width (dLW; introduced in Zechmeister et al. 2018), which is
another data product obtained from the LBL analysis that mea-
sures variations in the average width of line profiles relative to
a template (Artigau et al. 2022), Cadieux et al. (in prep.) found
that the first principal vectors can be sensitive to the presence
of stellar activity. In our case, we observed that even though
no periodicity can be detected in dLW, the first principal vec-
tor (W1) presents a signal that is similar to the one reported in
Stock et al. (2020) as displayed in Fig. 8. We fit a quasi-periodic
GP in order to estimate the value of the periodicity in W1 fit-
ting a quasi-periodic kernel of the same form as in Eq. (2) as
well as a jitter term and a constant. We computed an MCMC
using 10 000 steps, 1000 burn-in samples, and 100 walkers which
revealed a periodicity of 137+37

−16 days comparable within uncer-
tainties to the one obtained in Stock et al. (2020). This led us to

Fig. 7. Comparison of retrieved and injected semi-amplitudes. Top
panel displays the retrieved semi-amplitude Kcomputed versus the injected
semi-amplitude Kinjected. The bottom panel illustrates the residuals,
demonstrating the successful recovery of the injected signal using the
Wapiti method, with the inclusion of the wPCA reconstruction in the
fit model.

conclude that W1 could serve as a good proxy for stellar activity
and the specifics of this analysis can be found in Appendix D.
In addition, in Donati et al. (2023) it was found when studying
AUMic that the first time derivative of W1 correlated well with
the RV which is not the case in our study (Pearson coefficient of
–0.11). That said, a noteworthy result is the correlation between
the first principal component of the wPCA applied to the RVs
and W1 with a Pearson coefficient of 0.96, suggesting that the
secondary peak of the first principal vector at 120 days may be
related to stellar activity and not be a 1 yr harmonic. This high-
lights that despite the lack of any clear signs of activity in both
RV and dLW time series, the presence of such activity can still
be detected in their principal vectors. The results from both our
data and Stock et al. (2020) demonstrate that the impact of stel-
lar activity on RV data can manifest with a ∼2σ difference to the
periodicity reported in Fouqué et al. (2023) when studying Bℓ.
This indicates that the effect of stellar activity on RV data may
not always occur at the same period, for instance due to differen-
tial rotation, and must be evaluated with available indicators on
a case-by-case basis.

5. Discussion, summary, and prospects

The Wapitimethod successfully eliminated the spurious signals
in the GJ 251 data and detected the planetary signal. Although
our study demonstrated the effectiveness of the method in
accurately estimating planetary parameters, it is important to
carefully consider the characteristics of the data. For instance, in
situations where a high semi-amplitude planetary signal or trend
is present, it would be recommended to first fit these signals and
then apply the method to the residuals.

Furthermore, due to its data-driven nature, this method does
not require a model for the origins of the corrected systematic
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Fig. 8. Analysis of dLW and W1 time series. The left panels display, at the top, the dLW time series and its corresponding periodogram at the
bottom, which shows no indication of periodicity in the data. On the right, the first principal component of the per-line dLW time series obtained
from the wPCA is displayed, which exhibits a pronounced 124-day period peak.

errors. Nevertheless, the Wapitimethod does not aim to replace
more physically motivated approaches, such as the zero point
correction (which in the instance of GJ 251 is not sufficient),
but rather to be a tool that works in conjunction with them. In
fact, this method is quite helpful and convenient when investi-
gating the sources of systematics, as outlined in the following
discussion.

5.1. A BERV effect in SPIRou LBL RVs of GJ 251

From the outset of our study, it was apparent that the spurious
signals at 180 and 365 days in our dataset could be attributed to a
residual telluric effect, as verified through visual examination of
the data in the BERV space in Fig. 9. This analysis revealed the
presence of a BERV effect, with significant fluctuations occur-
ring in the original data at BERV values of approximately 10 and
25 km s−1. It is worth noting that the largest fluctuation observed
in our data corresponds to a velocity of the star that is close to
zero in the observer’s frame of reference due to the star’s velocity
of 22.98+0.22

−0.22 km s−1.
The principal vectors successfully captured the BERV

dependency, as evidenced by an evident structure in the BERV
space. For the sake of readability we only displayed the first
three vectors in Fig. 9. Therefore, it can be concluded that
the Wapiti method was able to correct for systematics in the
original data by removing the BERV dependency through sub-
stracting the wPCA reconstruction. Although the origin of this

BERV effect in the reduced data remains somewhat unclear, the
next subsection describes how the Wapiti products can be used
to investigate the source of systematics.

5.2. Investigating the sources of systematics

An approach to search for the underlying physical causes of sys-
tematic variations in our data would be to examine the scores
obtained from the wPCA. These scores represent the transformed
data in the new coordinate system established by the principal
vectors. To quantify the influence of a specific principal com-
ponent on a given line, we examined its score values Un. Our
method involved computing the value Ũn =

Un−Ūn
σ(Un) , where Ūn

and σ (Un) denote the weighted mean and uncertainties of Un,
respectively. For each line λ, we determined the maximum abso-
lute Z-score value of Ũn (λ) over all the components. Recall that
the Z-score of a value x in a sample with mean µ and stan-
dard deviation σ is given by Z(x) = x−µ

σ
. Hence, the metric we

employed to quantify the extent to which a line is affected by the
systematics is determined for each line λ as follows:

z (λ) = max
n
|Z

(
Ũn (λ)

)
|. (3)

The higher the value of z, the more a line can be considered
to be affected by at least one of the 13 components. In Fig. 10,
we have constructed a plot that displays the lines with a z value
above an arbitrary threshold of z0 = 10. This selection criterion
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Fig. 9. Variability of RV data and principal vectors with respect to
BERV. The top panel displays the original data’s variability with respect
to the BERV and how our method removed this dependency in the
Wapiti corrected RV. The bottom panel demonstrates the behavior of
the first three principal vectors with the BERV.

resulted in a total of 63 lines being displayed on the plot. Addi-
tionally, we have overplotted in blue a synthetic telluric spectrum
obtained using TAPAS (Bertaux et al. 2014) available on the
APERO GitHub repository4 as well as the template of GJ 251 that
was used to perform the LBL algorithm.

Figure 10 reveals that the lines most affected by the sys-
tematics are predominantly situated within the H band (1500–
1800 nm), as well as in the immediate vicinity of the telluric
regions surrounding this band. However, we note that 7 of them
are located outside this shared region. To try to establish a con-
nection between affected lines and stellar lines, we computed
atomic and molecular lines with VALD (Pakhomov et al. 2017)
for a star with a temperature of 3500 K. The atomic mask con-
sists of 2932 lines from 24 elements (H, Na, Mg, Al, Si, S, K,
Ca, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Ga, Rb, Sr, Y, Zr, Ba,
Lu). As for the molecular mask, it includes 4666 lines from
3 elements (OH, CO, CN). In Fig. 10, we employed a color-
coding scheme to highlight any line from the two masks that
met two criteria: first, it fell within the start and end points of
an affected line, and second, its depth was above 0.7% to avoid
being considered as noise due to the S/N of our observations. The
depth of the line being determined as the contrast of the line’s
background in comparison to the mean of the boundaries before
and after it. Based on our analysis, we observed that 14 atomic
lines (in blue), 8 OH lines (in red) and 9 CO lines (in green)
could correspond to the affected lines, which accounts for 50%
of the total affected lines. Furthermore, we observed that 27 of
those lines that have a potential association with the star are
located in the H band. For the remaining lines located in the
telluric region, our findings suggest a possible complex interplay
between telluric and stellar lines. Specifically, the overlapping
of molecular or atomic lines with telluric lines may explain

4 https://github.com/njcuk9999/apero-drs/tree/main/
apero/data/spirou/telluric

why both a 1-yr signal and the star’s rotational period can be
distinguished in V1.

However, the origin of the 32 remaining lines with a z value
above 10 is uncertain, some of them could be molecular lines
as of yet unidentified but also of a completely different origin.
While telluric or stellar activity could potentially be contributing
factors, they may not fully explain the observed impact, suggest-
ing the presence of other sources of spurious signals in the data.
The complex interplay between different sources of systematics
makes it challenging for the wPCA to distinguish them clearly,
particularly since the wPCA is a linear method that cannot dif-
ferentiate between nonlinear relationships between features in
the data. Therefore, should the interplay between overlapping
stellar lines and telluric lines be nonlinear, we may encounter
such an issue. Ultimately, the purpose of this discussion is not to
conclusively explain the origin of the systematics, but rather to
demonstrate how the results obtained from the Wapiti method
can lead to a better understanding of them. In order to identify
the exact cause of the systematics, it would be necessary to con-
duct an investigation of the scores associated with the principal
vectors across multiple targets, which is beyond the scope of this
study.

We also wanted to examine if those systematics only impact
a few lines and what would happen if we were to simply remove
those high impacted lines from the calculation when comput-
ing the final RV time series. We tested this idea by removing
lines for various threshold values of z. We computed the peri-
odogram of the resulting time series and we see in Fig. 11 that
even a very strict criterion of removing lines with z ≥ 3 only very
weakly enhanced the 14.2 d period signal (FAP = 4.9 × 10−5)
while not effectively removing the systematics from the RV data,
at the cost of removing 1939 lines from the computation. These
results suggest that simply removing the most impacted lines
does not eliminate systematics from the RV time series. Instead,
the wPCA reconstruction performed by the Wapiti method is
necessary to successfully eliminate the systematics.

Further research could explore the potential of variational
autoencoders (VAE; Kingma & Welling 2013) to reconstruct the
per-line RV time series, which may be able to capture nonlinear
relationships between the systematic errors. Previous research
has explored the use of neural networks in the examination of RV
time series by incorporating both RV and stellar activity indica-
tors as input (Perger et al. 2023; Camacho et al. 2023). However,
the present study concentrates on the performance of the Wapiti
method and demonstrates that a wPCA, more straightforward,
easier to follow, and more efficient computationally, already pro-
duces promising outcomes. Additional investigation would be
necessary to assess the advantages of applying a VAE to per-line
RV time series.

5.3. Conclusion and future work

In this paper, we have presented Wapiti, a new data-driven algo-
rithm for correcting systematic errors in RV data. The algorithm
used a dataset of per-line RV time series generated by the LBL
algorithm and employed a weighted principal component analy-
sis to subtract the wPCA reconstruction from the original data.
This process created a new RV time series free of systematic
errors. To determine the appropriate principal vectors, the algo-
rithm incorporated a permutation test followed by leave-p-out
cross-validation algorithm. Once the relevant number of compo-
nents have been identified an outlier rejection step followed and
the wPCA was applied to the remaining data points. The wPCA
reconstruction was consequently removed from original RV time
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Fig. 10. Scores of the most affected lines using all components. In the top panel, the lines that are significantly affected by the component are
displayed in black. If these lines could be attributed to a OH line and a CO line, they are color-coded in red and green respectively, while if they
correspond to an atomic line, they are colored in blue. The telluric absorption computed with TAPAS is also displayed, as well as the template of
GJ 251 used by the LBL algorithm. The two lower panels provide zoomed-in views from 1400 to 1800 nm.

Fig. 11. Impact of removing affected lines on the RVs. Top panel shows
the z metric of all lines. Bottom panel displays the periodogram of the
resulting time series in green, red and blue when respectively rejecting
lines with a z value above 10, 5 and 3.

series, allowing for the derivation of a new Wapiti corrected RV
time series.

The application of Wapiti to GJ 251 allowedto successfully
free the RV data from spurious signals at 6 months and 1 yr
while allowing the detection of a known temperate super-Earth

with a period of 14.2 days. An examination of the sources of cor-
rected systematics, as revealed by the z metric, suggested that the
method was able to address various sources of spurious signals in
the data, including but not limited to stellar activity, telluric lines,
and other unidentified sources. This highlights the potential for
SPIRou to detect exoplanets, even in the presence of known or
unknown sources of systematics. Furthermore, the algorithm has
the potential to enhance the precision and accuracy of RV data
from future exoplanet detection surveys, thereby advancing our
understanding of the diversity and frequency of exoplanetary
systems. Finally, this work provided further evidence to support
the idea that the first principal vector W1 derived from the wPCA
of the dLW time series can be employed as a reliable activity
indicator to detect the stellar rotation period in our data.

While the Wapiti algorithm has shown encouraging results,
there are still some remaining questions and challenges that need
to be addressed. Future research should aim to evaluate the algo-
rithm on a broader range of RV data and exoplanetary systems
and better understand the sensitivity of planetary parameters to
the method. A specific direction for future work will be to apply
the Wapiti algorithm to targets of the SLS-Planet Search pro-
gram that exhibit systematic signals of unknown origin at similar
periods.
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Appendix A: Supplementary information regarding
the outliers rejection

The process of identifying outliers for rejection involved using
the D metric which quantifies the degree of anomaly of an
epoch. They were subsequently ranked in decreasing order of
D and were removed one by one, and we stop when D ≤ 10.
The Wapiti method was applied to the resulting time series and
the one with the maximum statistical significance of the high-
est peak in the resulting periodogram was chosen, which in our
case resulted in the rejection of 7 outliers. This significance was
determined using the log false alarm probability (FAP), but we
also verified that the same conclusion was reached using the log
Bayes factor.

Such a criterion to remove outliers is justified for our data set
from the observation that the Wapitimethod yields a prominent
peak at the same period independently of the number of rejected
outliers as shown in Fig. A.1. From the definition of D it comes
that those rejected epochs are outliers in at least one principal
component, yet they do not visually appear in the RV time series
and one may be interested in what could be their origin.

This is the reason why we tried to visualize their physi-
cal origin in Fig. A.2 using the most-straightforward parameters
available from the APERO reduction, namely the BERV, the air-
mass (AIRMASS), the SPIRou Exposure Meter S/N Estimate
(SPEMSNR), and the telluric water exponent (TLPEH2O) and
other telluric molecules (TLPEOTR) calculated with TAPAS dur-
ing the precleaning of the telluric correction. Regrettably, our
investigation did not provide conclusive evidence to determine
the source of the rejected outliers. These outliers exhibit a wide
range of BERV values and are present at low airmasses (≤ 1.2).
Furthermore, some of the rejected outliers have a SPEMSNR
that is not necessarily lower than the average, even though we
do notice that the first two outliers are the data points with the
lowest SPEMSNR. Ultimately, it is likely that multiple factors
contribute to the anomalous behavior of these observations, and
a single parameter is insufficient to explain this anomaly. We
advise that when applying this outlier removal method to other
targets, it should be done with caution and the results should be
carefully verified, as shown in Fig. A.1.

Fig. A.1. Effect of removing outliers on the signal detection. The top
panel displays the evolution of the log FAP of the signal as the number
of outliers removed increases. The red dots overlaid on the plot represent
the evolution of the log BF, which follows a similar pattern and reaches
its maximum value at the same number of rejected outliers. The bottom
panel of the figure shows the detected period in the resulting time series,
which remains consistent within error-bars with the reported planetary
period.
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Fig. A.2. Analysis of anomaly degree and rejected observations. All panels display the degree of anomaly D of the observations with respect to
various parameters. The data points that appear in blue represent the rejected observations that were excluded to maximize the significance of the
planetary signal in our data.
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Appendix B: Impact of the components on the
signal

After determining that 13 components were required to accu-
rately reconstruct our data using wPCA, one may wonder how
the number of components affects the signals reported in our
data. To address this question, we conducted a straightforward
test by applying the method to time series with an increasing
number of components ranging from 2 to 20. For each time
series, we computed its periodogram and the FAP of its maxi-
mum peak period. Additionally, we performed a computation of
the log BF to compare a Keplerian model with a 14.2-day orbital
period and an offset with a model solely consisting of an offset.
The outcomes are exhibited in Figure B.1. As our rejection of
outliers is expected to favor the use of 13 components, we con-
ducted this examination on both RV time series, both before and
after outliers rejection.

Contrary to expectations, the use of 13 components did not
yield the highest level of statistical significance for the 14.2-day
signal, but instead required 12 components without outlier rejec-
tions and 10 components with such rejections. It is noteworthy
that the planetary signal can be directly extracted using only 2
components in the time series data that underwent Wapiti cor-
rection and outlier rejection, compared to 3 components required
without such rejection. Notably, in the case of no outliers rejec-
tion, the number of components had minimal impact on the
results after reaching 5 components, with the signal remaining
above a log BF of 5 and a FAP value below 10−5.

To sum up, the results indicate that the number of com-
ponents employed does not significantly impact the outcomes
beyond a certain threshold. However, given that the objective
is to use the Wapiti method on unidentified planetary systems
where the orbital period is not a priori known, an unbiased
and robust approach is necessary to determine the appropriate
number of components. The identification of 13 as the optimal
number of components through our independent preprocessing
methods provides robust evidence of the effectiveness of our
methodology.

Fig. B.1. Impact of the choice of number of components on the signal
detection. The top panel displays the peak associated with the maximum
period in the periodogram when the wPCA reconstruction is eliminated
from the data using varying numbers of components. In the middle
panel, the logarithm of the FAP linked to this signal is presented, while
the bottom panel depicts the log BF evaluating the significance of a
14.2 d Keplerian signal compared to an offset. The black and red data
points correspond, respectively, to the outcomes obtained from the pre-
and post-outlier rejection RV time series.
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Appendix C: MCMC results from the RV analysis

Orbital parameters computed using an MCMC over the Wapiti
corrected RV data from SPIRou with 100 000 samples, 10 000
burn-in samples, and 100 walkers.

Fig. C.1. Corner plot displaying the results of MCMC analysis on the Wapiti corrected RV time series is presented. This analysis involves fitting
a model that consists of an offset γ0, an RV jitter s (in log), and a Keplerian with parameters including the time of periastron Tb, the orbital period
Pb, the semi-amplitude Kb, and the eccentricity and argument of periastron represented by

√
e cosω (hb) and

√
e sinω (kb), respectively.
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Appendix D: MCMC results from the W1 analysis

We fit a quasi-periodic GP in order to estimate the value of the
periodicity in W1 fitting a quasi-periodic kernel of the form

k (τ) = A exp
(
−
τ2

2l2
− Γ sin2

(
π

P
τ
))

(D.1)

as well as a jitter term s and a constant γ. We computed an
MCMC using 10,000 steps, 1,000 burn-in samples, and 100
walkers. The result is displayed in Table D.1 and the corner plot
is shown in Figure D.1.
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Table D.1. Prior and posterior distributions of the quasi-periodic GP model of the SPIRou W1 time series.

Parameter Prior distribution Posterior distribution
ln units linear units

GP W1

Amplitude log A U (−3, 3) −1.07+0.08
−0.07 0.09+0.02

−0.01

Decay time [days] log l U (2, 3) 2.03+0.04
−0.02 107+11

−5

Smoothing parameter logΓ U (−5, 5) 0.55+0.25
−0.19 3.5+2.7

−1.3

Cycle length (period) [days] log P U (ln (80), ln (200)) 2.14+0.10
−0.05 137+37

−16

Uncorr. Noise logσ U (−5, 0) −1.90+0.03
−0.03 0.0127+0.0009

−0.0008

Fig. D.1. Corner plot displaying the results of MCMC analysis on the W1 time series. This analysis involves fitting a quasi-periodic GP over the
data and an offset.
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