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ABSTRACT

Context. Single-dish far-infrared (far-IR) and sub-millimetre (sub-mm) point source catalogues and their connections with galaxy
catalogues at other wavelengths are of paramount importance to studying galaxy evolution. However, due to the large mismatch in
spatial resolution, cross-matching galaxies detected at different wavelengths is not straightforward.
Aims. This work aims to develop the next-generation deblended far-IR and sub-mm catalogues in deep extragalactic survey fields, by
extracting photometry at the positions of known sources. We present the first application of our methodology in the COSMOS field.
Methods. Our progressive deblending used the Monte Carlo Markov chain (MCMC)-based Bayesian probabilistic framework known
as XID+. The deblending process started from the Spitzer/MIPS 24 µm data, using an initial prior list composed of sources selected
from the COSMOS2020 catalogue and radio catalogues from the VLA and the MeerKAT surveys, based on spectral energy distribution
(SED) modelling which predicts fluxes of the known sources at the deblending wavelength. To speed up flux prediction, we made use
of a neural network-based emulator. After deblending the 24 µm data, we proceeded to the Herschel PACS (100 and 160 µm) and
SPIRE wavebands (250, 350 and 500 µm). Each time we constructed a tailor-made prior list based on the predicted fluxes of the
known sources, taking into account the deblended photometry from the previous steps.
Results. Using simulated far-IR and sub-mm sky, we detailed the performance of our deblending pipeline. After validation with
simulations, we then deblended the real observations from 24 to 500 µm and compared with blindly extracted catalogues and previous
versions of deblended catalogues. As an additional test, we deblended the SCUBA-2 850 µm map and compared our deblended fluxes
with ALMA measurements, demonstrating a higher level of flux accuracy compared to previous results. We publicly release our XID+
deblended point source catalogues, including best estimates and posterior probability distribution functions. These deblended long-
wavelength data, which are cross-matched with multi-band photometry by construction, are crucial for studies such as deriving the
fraction of dust-obscured star formation and better separation of quiescent galaxies from dusty star-forming galaxies.
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1. Introduction

Around half of all the luminous power from star formation and
supermassive black hole (SMBH) accretion is obscured by dust
(Puget et al. 1996; Fixsen et al. 1998; Hauser & Dwek 2001;
Driver et al. 2008). The interstellar dust heated by ultraviolet
(UV)/optical light re-emits the absorbed photons approximately
as a modified blackbody with a peak at far-infrared (IR) and sub-
millimetre (sub-mm) wavelengths (Magnelli et al. 2012; Casey
2012; Casey et al. 2014; Wang et al. 2016). Therefore, far-IR
and sub-mm observations of dusty star-forming galaxies (DSFG)
are of key importance to achieving an unbiased census of the
cosmic star-formation history (Madau & Dickinson 2014; Wang
et al. 2019; Gruppioni et al. 2020; Zavala et al. 2021). It is also
well known that massive galaxies at higher redshifts (z > 1) are
increasingly dominated by DSFGs due to the correlation between
stellar mass and the level of dust obscuration for star-forming
galaxies (Pannella et al. 2009; Wuyts et al. 2011; Whitaker et al.
2012, 2017; Algera et al. 2023) and the increasing fraction of the
overall star-forming galaxy population with increasing redshift
(Martis et al. 2016; Weaver et al. 2023). Thus, the DSFG popu-
lation also plays a crucial role in understanding massive galaxy
formation and evolution (Bourne et al. 2017; Gao et al. 2021;
Long et al. 2023; Dudzevičiūtė et al. 2020).

The overarching goal of this work is to develop the next-
generation deblended far-IR and sub-mm galaxy photometric
catalogues in the premier deep extragalactic survey fields, build-
ing on our experience and expertise in analysing single-dish
long-wavelength data with coarse spatial resolution (∼10 times
or more worse than optical and near-IR observations). There
are several reasons why deblending is critical. Deep long-
wavelength observations often result in confusion-limited maps.
Due to the confusion limit which reaches as high as ∼20 mJy
(5σ) in the Herschel/SPIRE bands (Nguyen et al. 2010), blind
detections are limited to only a small number of bright sources
(Elbaz et al. 2011; Béthermin et al. 2015) accounting for < ∼ 15%
of the cosmic IR background at SPIRE wavelengths (Oliver et al.
2010). Because of the large beam size, blindly detected sources
suffer from large positional uncertainty and flux boosting which
become increasingly severe with decreasing flux (Smith et al.
2012; Wang et al. 2014). In addition, a single blind detection
may not correspond to one source but instead a blend of sev-
eral sources within a single spatial beam, i.e. the so-called
multiplicity issue (Bussmann et al. 2015; Scudder et al. 2016;
Hatziminaoglou et al. 2018; Wang et al. 2021). Therefore, it can
be extremely challenging to match detections from single-dish
far-IR/sub-mm maps with their counterparts in the optical/near-
IR. To probe fainter sources below the confusion limit as well
as to overcome the difficulty in multi-wavelength source cross-
matching, deblending is needed to correctly distribute fluxes
among the contributing sources.

In the past decade or so, several techniques have been devel-
oped that can deblend sources in low-resolution far-IR/sub-mm
maps, with varying degrees of success. These techniques are
typically based on the positions of sources detected in high-
resolution imaging at other wavelengths, for example at the
Spitzer/MIPS 24 µm and the radio 1.4 GHz (Magnelli et al. 2010;
Béthermin et al. 2010; Roseboom et al. 2010, 2012; Chapin et al.
2011; Lee et al. 2013) wavelengths, thanks to the strong correla-
tion between the 24-µm/radio emission and the far-IR/sub-mm
dust emission (Rieke et al. 2009; Ivison et al. 2010; Delhaize
et al. 2017). Most of these techniques use a maximum-likelihood
optimisation approach partly due to its computational ease. How-
ever, they suffer from two major issues. The first is that variance

and covariance of source fluxes cannot be properly estimated,
which is problematic as neighbouring sources are expected to be
highly correlated (particularly when the source surface density
is high). The second is overfitting when many of the sources are
intrinsically faint which can lead to a systematic flux underesti-
mation. The list-driven algorithm DESPHOT (Roseboom et al.
2010, 2012; Wang et al. 2014) specifically developed for the
Herschel Multi-tiered Extragalactic Survey (HerMES; Oliver
et al. 2012) tried to overcome this by using the non-
negative weighted least absolute shrinkage and selection opera-
tor (LASSO) algorithm (Tibshirani 1996; Zou 2006; Braak et al.
2010), a shrinkage and selection method that introduces an addi-
tional penalty term in order to decrease the number of sources
needed to account for the emission in the map. However, when
multiple sources are very close to each other, this method can
have the opposite problem by incorrectly assigning all the flux to
one source.

In this paper, we aim to construct state-of-the-art deblended
far-IR and sub-mm point source catalogue in the Cosmic Evolu-
tion Survey (COSMOS; Scoville et al. 2007) field, using a pro-
gressive and probabilistic approach. There are several deblended
catalogues in this field already. For example, Jin et al. (2018)
presented a super-deblended catalogue from 24 µm to mm wave-
lengths. Their deblending method is progressive (i.e., moving
from short to long wavelengths) and relies on a Ks-selected prior
catalogue, with additional sources selected in the radio. Hurley
et al. (2017) presented a deblended Herschel/SPIRE catalogue
using prior sources selected at 24 µm and a Bayesian Markov
chain Monte Carlo (MCMC)-based probabilistic deblending and
source extraction tool called XID+. In developing the next
generation state-of-the-art deblended catalogues, we need to
combine the strengths of the previous approaches, for exam-
ple, the progressive deblending in Jin et al. (2018) to exploit the
information encoded in the multi-wavelength data and the prob-
abilistic deblending in Hurley et al. (2017) to fully explore the
posterior, the variance and covariance between sources. At the
same time, we want to improve on several aspects of the previ-
ous deblending works. For example, we need to take into account
the correlation between different far-IR/sub-mm bands rather
than fitting each band independently. The prior catalogue itself,
which has a significant impact on the quality of the deblended
far-IR/sub-mm fluxes, has also changed substantially. For exam-
ple, in the COSMOS field, there is now a newer and deeper
multi-wavelength photometric catalogue with improved photo-
metric redshift (photo-z) and stellar mass estimates. While we
do not make use of the photo-z and stellar mass estimations, the
improved photometric data and better spectral energy distribu-
tion (SED) coverage lead to a more complete and reliable prior
list for deblending the long-wavelength data.

The structure of this paper is as follows. In Sect. 2, we explain
how we build the initial prior catalogue for deblending the long-
wavelength data based on the latest photometric catalogue in
COSMOS and additional radio source catalogues. First, we give
an overview of the various datasets and our selection criteria.
Then, we present a deep learning-based SED modelling and fit-
ting emulator which is used to predict fluxes at the wavelengths
to be deblended. This step is critical as it allows us to select
the most relevant sources to be included in the prior. In Sect. 3,
we describe the key properties of the far-IR and sub-mm data
to be deblended from 24 µm to 500 µm and our probabilistic
deblending tool XID+. In Sect. 4, we focus on validation of our
deblending methodology using realistic simulations of the far-IR
and sub-mm sky. Issues such as flux accuracy, flux precision and
accuracy of flux uncertainty are discussed in detail. In Sect. 5,
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we deblend the real observations from 24 µm to 500 µm. Our
final deblended far-IR and sub-mm point source catalogue is
then compared with blindly extracted catalogues as well as the
super-deblended catalogue from Jin et al. (2018). As an addi-
tional test, we also deblend the SCUBA-2 850 µm map and
compare with ALMA measurements. In Sect. 6, we show two
example science applications of our deblended long-wavelength
catalogue by examining the galaxy star formation main sequence
(SFMS) and the far-IR to radio correlation (FIRC). In Sect. 7,
we present our conclusions and future directions. Throughout
the paper, we adopt the Chabrier (2003) initial mass function
(IMF) and the Wilkinson Microwave Anisotropy Probe year 7
(WMAP7) cosmology (Komatsu et al. 2011; Larson et al. 2011)
with ΩM = 0.272, ΩΛ = 0.728, and H0 = 70.4 km s−1 Mpc−1.

2. Construction of the initial prior catalogue

In this section, first we introduce the multi-wavelength datasets
used to construct the initial prior catalogue for deblending
the Spitzer/MIPS 24 µm data, i.e., the COSMOS2020 cata-
logue and the joint radio catalogue from combining the VLA
and MeerKAT data. The COSMOS2020 catalogue is the main
dataset which can be regarded as a proxy for a stellar mass-based
selection, while the radio source catalogues provide additional
high-redshift (high-z) sources which may be missing from the
COSMOS2020 catalogue (Liu et al. 2018; Jin et al. 2018). Then,
we describe the SED fitting procedure used to predict the 24 µm
flux, taking into account systematic uncertainties due to varying
assumptions in SED fitting. This is another major improvement
over previous deblending efforts. In addition, to speed up the
flux prediction step, we use a Deep Learning Neural Network
(DLNN) as an emulator which is trained on the outputs from the
SED fitting step.

2.1. The input multi-wavelength datasets

2.1.1. The COSMOS2020 catalogue

The main component in building our prior catalogue for deblend-
ing the far-IR and sub-mm data is the latest photometric cat-
alogue from COSMOS. This catalogue named COSMOS2020
(Weaver et al. 2022) is an updated version of the previous
catalogue COSMOS2015 (Laigle et al. 2016). It includes multi-
band photometry from far-UV (FUV) and near-UV (NUV)
band of the Galaxy Evolution Explorer (GALEX) satellite to
Spitzer/Infrared Array Camera (IRAC) over the wavelength
range 0.1–10 µm for about 1.7 million sources. Compared to
COSMOS2015, the latest release includes new imaging data,
such as the U-band data from the Canada-France-Hawaii Tele-
scope (CFHT) large area U-band deep survey (CLAUDS;
Sawicki et al. 2019), grizy-band data from the Hyper Suprime-
Cam (HSC) Subaru Strategic Program (SSP) PDR2 (Aihara
et al. 2019), YJHKs-band data from the fourth data release
(DR4) of the UltraVISTA survey (McCracken et al. 2012; Moneti
et al. 2023), and Spitzer/IRAC data from the Cosmic Dawn
Survey (Euclid Collaboration et al. 2022). Source detection
was performed on a very deep multi-band chi-squared izYJHKs
detection image. There are two versions of COSMOS2020: a
Classic one produced by a pipeline similar to COSMOS2015
(with an exception for the IRAC bands), and the Farmer version
(limited to the UltraVISTA coverage) produced by the software
Tractor (Lang et al. 2016). Photometric redshift (Photo-z) was
derived using either the LePhare (Arnouts et al. 2002; Ilbert et al.
2006) or EAZY code (Brammer et al. 2008). Therefore, there

are in total four possible combinations in choosing a version of
the photometric measurements and a version of the photo-z. In
this paper, we chose the Farmer catalogue with photo-z derived
using LePhare as this combination performs the best in terms
of comparisons to spectroscopic redshifts1 (Weaver et al. 2022).
Extinctions due to the Milky Way and photometric offsets are
corrected in COSMOS2020.

The photometric catalogue, downloaded from the release
site2, contains 964 506 sources. Following recommendations
from the COSMOS team, we set the flag FLAG_COMBINED
equal to zero to select areas that have coverage from HSC, Ultra-
VISTA, and Spitzer/IRAC and are not affected by bright stars or
large artifacts, which reduced the catalogue to 746 976 sources.
We also made use of the star/galaxy separation provided in the
Le Phare photo-z and physical parameters. We selected sources
which have the star/galaxy separation flag lp_type value equal
to 0 (galaxy) or 2 (X-ray source), which further reduced the cat-
alogue to a total of 711 106 sources. According to the readme
file3, the area selected by setting FLAG_COMBINED equal to
zero is 1.278 deg2, which is much smaller than the full COSMOS
field of ∼2 deg2. In the future, with new ground- and space-
based observations such as the planned observations from the
European Space Agency survey mission Euclid (Laureijs et al.
2011) and the James Webb Space Telescope (JWST; Gardner
et al. 2006), it will be possible extend this work over a larger
area in COSMOS.

2.1.2. The joint radio catalogue

In order to add additional high-z sources which may be miss-
ing from COSMOS2020, we made use of the source catalogue
from the VLA-COSMOS 3 GHz Large Project (Smolčić et al.
2017), which is based on 384 h of observations with the Karl
G. Jansky Very Large Array (VLA) and uniformly covers the
entire COSMOS field down to a median rms of 2.3 µJy beam−1

at an angular resolution of 0.75′′. The catalogue contains 10 830
blindly extracted sources down to 5σ, with a total fraction of
spurious sources <2.7%. Positional accuracy is estimated to be
around 0.01′′ for bright sources with S/N > 20.

We also made use of the MeerKAT International GHz Tiered
Extragalactic Exploration (MIGHTEE) survey (Jarvis et al.
2016; Heywood et al. 2022), which is an ongoing flagship Large
Survey Project on MeerKAT (Jonas & MeerKAT Team 2016)
and precursor to the Square Kilometre Array. When completed,
MIGHTEE will cover 20 deg2 across four extragalactic deep
fields to a depth of ∼1 µJy beam−1 rms at a central bandwidth
frequency of ∼1.3 GHz. In this paper, we used the COSMOS
catalogue extracted from the Data Release 1 total intensity
map with an angular resolution of ∼8′′ (Hale, Heywood, Jarvis
et al., in prep.). Images at a higher resolution (5′′) are also avail-
able but are shallower by a factor of ∼3. The thermal noise in
the MIGHTEE COSMOS image reaches 1.7 µJy beam−1. For
comparison, the VLA-COSMOS 1.4 GHz Large Project map
(Schinnerer et al. 2010) has a depth of σ = 12 µJy beam−1 in the
deepest central 50′×50′ area. Consequently, the MIGHTEE con-
tinuum images are limited by confusion noise rather than thermal
noise. By comparing to sources detected in the shallower but
much-higher resolution VLA-COSMOS 3 GHz Large Project,

1 We do not make use of photo-z in our deblending pipeline. Only
source type information provided by LePhare is used.
2 https://cosmos2020.calet.org/catalogues/
3 https://cosmos2020.calet.org/catalogues/MASKS/MASKS_
README.txt

A20, page 3 of 23

https://cosmos2020.calet.org/catalogues/
https://cosmos2020.calet.org/catalogues/MASKS/MASKS_README.txt
https://cosmos2020.calet.org/catalogues/MASKS/MASKS_README.txt


Wang, L., et al.: A&A, 688, A20 (2024)

Fig. 1. Distributions of the ratio of the predicted MIPS 24 µm flux to
the observed IRAC 3.6 µm flux from the 16 CIGALE SED fitting runs,
showing systematic effects arising from varying assumptions (such as
the adopted SFH, AGN templates, dust attenuation and emission mod-
els) in the SED modelling and fitting process.

the mean offsets in (RA, Dec) of the MIGHTEE sources have
been determined to be (–0.25′′±0.01′′, –0.08′′±0.01′′). Cross-
matching MIGHTEE sources with the VLA 1.4 GHz source
catalogue (Schinnerer et al. 2010) and comparing measurements
of the integrated flux density also demonstrate a high level of
photometric consistency (with a median MIGHTEE to VLA flux
ratio of 0.95).

To find radio sources which are missing in COSMOS2020,
we cross-matched the VLA 3 GHz and the MIGHTEE 1.3 GHz
catalogues with COSMOS2020 (after applying the flags as
described in Sect. 2.1.1). If a VLA or MIGHTEE source did not
have a match in COSMOS2020 within 1′′, we treated it as an
additional source to be included in the prior catalogue. In total,
we found 2791 such sources as most of the radio sources are
already included in COSMOS2020. In our previous work (Wang
et al. 2021), we used the radio flux as an informative flux prior
to deblend the far-FIR/sub-mm data. In this work, we decided to
just use the detection information to keep the potential bias in the
deblended flux at a minimum. In Sect. 6, we examine whether
MIGHTEE sources not included in COSMOS2020 follow the
FIRC, which also serves as an independent test of the quality of
our deblended photometry.

2.2. Flux prediction using SED fitting

The number of sources in COSMOS2020 and the joint radio cat-
alogue (totalling over 700 000 sources) is too large to be directly
deblended in the far-IR and sub-mm maps which have much
worse spatial resolutions than optical and near-IR maps. We thus
need to develop a way of selecting the most relevant sources to
be included in the prior catalogue. As discussed in Liu et al.
(2018), ideally we want to keep the average number of sources to
be deblended under a single spatial beam to be ≲1 in all bands.

2.2.1. The CIGALE SED library

Our probabilistic and progressive deblending starts from the
Spitzer/MIPS 24 µm and then moves to the Herschel PACS and

SPIRE bands. This approach has the benefit of staying as close as
possible to the measured data without having to extrapolate too
far down in wavelength, and at the same time extracting as much
information as possible from the data. First we select a subset of
sources from COSMOS2020 which are most likely to contribute
to the emission in the 24 µm map.

We made use of the SED modelling and fitting tool Code
Investigating GALaxy Emission (CIGALE; Noll et al. 2009)
with an improved fitting procedure by Serra et al. (2011) to
predict the 24 µm flux in the observed frame based on the multi-
band photometry in COSMOS2020. To make the process of SED
fitting and flux prediction for the entire catalogue faster, we first
used CIGALE to predict the observed 24 µm fluxes for a random
sample of 200 000 sources. To explore systematic uncertainties
introduced by varying assumptions in SED fitting, we carried
out a total of 16 CIGALE runs with all possible combinations
of two star-formation history models (a delayed τ model plus a
late starburst or double exponential forms), two dust attenuation
models (modified Charlot & Fall 2000 or modified Calzetti et al.
2000 attenuation law), two dust emission models (IR SED tem-
plates from the Draine et al. 2014 model or the Dale et al. 2014
model), and two active galactic nuclei (AGN) models (smooth
AGN templates from the Fritz et al. 2006 model or clumpy AGN
templates from the SKIRTOR model in Stalevski et al. 2012).
The SED model components and parameters (representing a
range of common configurations in the literature) are listed in
Table A.1. Figure 1 shows the distributions of the ratio between
the predicted 24 µm flux to the observed IRAC 3.6 µm flux from
the 16 CIGALE SED fitting runs. Overall, the systematic differ-
ences between the different runs are smaller than the spread in
each run, demonstrating that the SEDs are well sampled enough
to allow for predictions which are not very sensitive to inherent
assumptions in the SED fitting.

2.2.2. The deep learning-based SED emulator

The inputs (i.e. the multi-band photometry in COSMOS2020)
and outputs (i.e. the predicted flux in a specific far-IR/sub-mm
band to be deblended) of the 16 CIGALE runs formed an SED
library which was then used to train a DLNN developed in Euclid
Collaboration (2023). The DLNN model consisted of four lin-
ear fully connected layers with different numbers of neurons and
non-linear activation functions, as listed in Table 1. The purpose
of using a DLNN as an SED emulator was to speed up the pro-
cess of predicting the observed 24 µm flux density. To ensure
reliability of the predicted fluxes, we selected sources which are
detected at a signal-to-noise ratio (S/N) > 0.1 in at least 40%
of the available bands. All flux measurements were converted to
log-space. We augmented the COSMOS2020 multi-band photo-
metric data by calculating 16 colours4, namely u − r, g − r, r − i,
i− z, z− y, J −Ks, H −Y , J −H, Y −Ks, r−Ks, u−Ks, r− IRAC
channel 1 (3.6 µm), u− IRAC channel 4 (8.0 µm), IRAC chan-
nel 1 − channel 3 (5.8 µm), IRAC channel 1 − channel 4, and
IRAC channel 2 (4.5 µm) − channel 4. In addition, we applied
a normalisation process to scale data to a range of 0–1 using the
transformation below,

x′ =
x −min

max −min
, (1)

4 A popular way of improving the performance of machine learn-
ing methods is through combining existing features with new features,
which can be obtained from the differences and/or ratios of the existing
features.
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Table 1. DLNN architecture used as an SED emulator.

Layer Properties

Input Nin neurons(a)

Linear, fully connected 2000 neurons ReLU activation
Dropout Dropout rate 0.35
Linear, fully connected 1000 neurons ReLU activation
Linear, fully connected 500 neurons ReLU activation
Dropout Dropout rate 0.35
Output, fully connected Nout neurons(b) ReLU activation

Notes. The input and output layers have a number of neurons that
depends on the particular task (i.e., predicting fluxes in the MIPS, PACS
or SPIRE bands). (a)To predict the 24 µm flux, the number of neurons
in the input layer Nin corresponds to the number of the multi-band pho-
tometry (satisfying the S/N requirements) in COSMOS2020 and the 16
colours as explained in Sect. 2.2.2. To predict the PACS and SPIRE
fluxes, Nin also includes the deblended far-IR/sub-mm fluxes in the pre-
vious step(s). (b)To predict the 24 µm flux, the output is a single number.
To predict the PACS and SPIRE fluxes, the output consists of two and
three numbers, respectively.
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Fig. 2. Predicted MIPS 24 µm flux from the DLNN on the test set com-
pared to the predicted values from the 16 CIGALE runs. Colour coding
is based on number of sources. The running median is close to the one-
to-one line. The 16th and 84th percentile ranges are mostly within a
factor of two from the one-to-one line.

where x refers to a given feature of a given source and the
min and max refer to the minimum and maximum value for all
sources. Missing data were assigned a value of −1.

We used the TensorFlow framework (Abadi et al. 2016) to
build and train the DLNN model. We used as activation func-
tion for each layer a Rectified Linear Unit (ReLU; Nair & Hinton
2010) which returns max(x, 0) when passed x. To prevent over-
fitting, we included two dropout layers (Srivastava et al. 2014)
with a dropout rate of 0.35, one after the first layer and the other
after the third layer. To train the DLNN we adopted a mean
squared error loss function (a typical performance metric for
regression problems) which was optimised using the Adam algo-
rithm (Kingma & Ba 2014). The learning rate was set to 0.001.
The sample was split into a 40% training set, a 10% validation
set, and a 50% test set. The DLNN was trained using the train-
ing sample, while the validation sample was employed to derive
an independent estimate of the loss function. The training and
validation samples were passed to the DLNN in batches of 4000

Table 2. DLNN performance.

DLNN Model ∆̃S NMAD MFD

MIPS 0.0000 0.0011 −0.0028
PACS100 −0.0001 0.0096 −0.0110
SPIRE250 (opt. – PACS) −0.0006 0.0066 −0.0230
SPIRE250 (opt. – MIPS) −0.0001 0.0240 −0.0063

Notes. Both the median bias ∆̃S and the normalised median absolute
deviation NMAD are in unit of mJy. The median fractional difference
MFD is dimensionless. For the PACS DLNN, we report the metrics
measured for the 100 µm band. For the two SPIRE DLNNs (one with
optical to MIPS data and one with optical to PACS data), we report the
results for the 250 µm band.

objects. Therefore, the parameters of the DLNN were updated
after every 4000 objects. The training stopped when the loss
function of the validation sample converged, to avoid overfitting
the training set. The third dataset, the test sample, was used only
to evaluate the network performance.

In Fig. 2, we compare the predicted value from the trained
DLNN (S DLNN

24 ) on the test set with the CIGALE predicted
24 µm fluxes (S CIGALE

24 ). Note that as there are 16 CIGALE
runs, each galaxy in the test set is plotted 16 times. The running
median is close to the one-to-one line across the entire dynamic
range with the 16th and 84th percentile ranges are mostly within
a factor of two from the 1:1. At the very faint end (<10−4 mJy),
S DLNN

24 starts to deviate significantly from S CIGALE
24 . This is not

an issue, as we apply a flux cut at 10−2 mJy or 10 µJy to decide
whether to keep a source in the prior list (see Sects. 2.3 and 4).
We measure the median bias

∆̃S = median
(
SDLNN

24 − SCIGALE
24

)
, (2)

the normalised median absolute deviation (equivalent to the
standard deviation for a normal distribution)

NMAD = 1.48 ·median(|(SDLNN
24 − SCIGALE

24 ) − ∆̃S|), (3)

and the median fractional difference

MFD = median
S DLNN

24 − S CIGALE
24

S CIGALE
24

 . (4)

We report these metrics in Table 2. The perfect algorithm would
have zero bias, MFD and NMAD.

2.3. The initial prior catalogue for deblending the MIPS
24 µm data

After training the DLNN, we then applied it to the whole dataset
of 711 106 sources selected from COSMOS2020 to predict their
observed 24 µm fluxes. We constructed an initial prior catalogue
for deblending the MIPS 24 µm image as follows:
1. We included 121 227 sources from COSMOS2020 with

lp_type = 0 (galaxies) and predicted S 24 > 10 µJy. Note that
we use the notations S 24 and S 24 (and similarly for fluxes at
other wavelengths) interchangeably. This flux cut is chosen
in light of the noise properties of the 24 µm map and the
validation results based on simulations (see Sect. 4.1).

2. We included 5141 sources from COSMOS2020 with
lp_type = 0 but no predicted S 24, in order to catch sources
for which we could not predict their 24 µm fluxes due to
insufficient SED coverage and/or low S/N.
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Fig. 3. Sky distribution of the sources in our initial prior catalogue for
deblending the MIPS 24 µm data. The grey data points are the sources
selected from COSMOS2020. The red data points are the additional
radio sources from the VLA-COSMOS 3GHz and MIGHTEE 1.3 GHz
surveys which are not included in COSMOS2020.

3. We included 2019 sources from COSMOS2020 with lp_type
= 2 (X-ray sources) for which the SED modelling and fitting
procedure may not work as well as for other source types.

4. We included 2791 radio sources from the VLA-COSMOS 3
GHz and MIGHTEE 1.3 GHz surveys which are not present
in COSMOS2020. This step is to include additional high-z
far-IR/sub-mm emitting sources.

To summarise, we found a total of 131 178 sources (correspond-
ing to 0.29 sources per beam) in the initial prior catalogue for
deblending the MIPS 24 µm map. Figure 3 shows the sky dis-
tribution of these sources, with the missing radio sources in red.
In particular, the extra radio sources seem to cluster around the
masked region in COSMOS2020.

3. Deblending the far-IR and sub-mm data

We adopt a progressive deblending approach from the 24 µm
data to the PACS and SPIRE data. After the 24 µm map is de-
blended, we add the deblended 24 µm flux to the sources in the
prior list and continue with the prediction of the PACS 100 and
160 µm fluxes, using the aforementioned DLNN trained with the
SED library from the 16 CIGALE runs. Similarly, after the PACS
maps are deblended and the deblended PACS fluxes are added to
the sources in the prior list, we continue with the prediction of
the SPIRE 250, 350 and 500 µm fluxes. A schematic represen-
tation of our progressive deblending is shown in Fig. 4. Below
we first give an account of the far-IR and sub-mm data to be
deblended. Then we describe the characteristics of XID+ which
is a prior-based probabilistic deblending tool and how we use it
in this work.

3.1. The long wavelength data

For the MIPS 24 µm imaging data, we used the GO3 image
from the COSMOS-Spitzer programme (Sanders et al. 2007).
The noise level corresponds to a 1σ standard deviation of 14
to 18 µJy in the point source noise (Le Floc’h et al. 2009). The
1σ confusion noise is 11.2 µJy (Dole et al. 2004). The map is in
unit of MJy/sr. To use XID+, we converted to mJy/beam by mul-
tiplying a factor of 1.156, assuming an idealised Gaussian beam
with a full width at half maximum (FWHM) of 5.7′′. However,
this assumption ignores the side lobes of the real beam. We thus

Fig. 4. Flowchart of our progressive deblending from 24 µm to the sub-
mm wavelengths. Our initial prior catalogue for deblending the 24 µm
map is constructed using COSMOS2020 and additional radio sources
from the VLA-COSMOS 3 GHz and MIGHTEE 1.3 GHz catalogues.
At each step of the deblending, we use a DLNN trained on an SED
library to predict the fluxes of the sources in the prior catalogue at the
relevant wavelength. Based on the predicted flux, we decide whether to
keep the source in the prior list.

applied a correction factor of 1.369 to account for the lost flux
(Rodighiero et al. 2006).

The PACS maps came from the PACS Evolutionary Probe
(PEP; Lutz et al. 2011) survey5. The FWHM of the point spread
function (PSF) is 7.2′′ and 12.0′′ at 100 and 160 µm, respec-
tively. The maps, in unit of Jy/pixel, were converted to mJy/beam
using a multiplicative factor of 40.8 and 28.3 at 100 and 160 µm,
assuming Gaussian beam. We applied a correction factor of 1.68
and 1.64 at 100 and 160 µm to account for aperture correction
and flux loss due to the high-pass filtering, as detailed in the data
release6. The instrument noise level corresponds to a 1σ stan-
dard deviation of 1.4 and 3.5 mJy at 100 and 160 µm. The 1σ
confusion noise is 0.15 and 0.68 mJy at 100 and 160 µm (Berta
et al. 2011; Magnelli et al. 2013).

The SPIRE maps were obtained from the fourth release
of the Herschel Database in Marseille hosting data from the
Herschel Multi-tiered Extragalactic Survey (HerMES; Oliver
et al. 2012)7. These maps are already in units of mJy/beam. The
PSF FWHM is equal to 18.2, 24.9, and 36.3′′at 250, 350, and
500 µm, respectively. The 1σ instrument noise is 1.7, 2.7, and
2.9 mJy at 250, 350, and 500 µm (Oliver et al. 2012). In compar-
ison, the 1σ confusion noise is 6.8, 6.3, and 5.8 mJy at 250, 350,

5 https://www.mpe.mpg.de/ir/Research/PEP/DR1
6 https://www.mpe.mpg.de/resources/PEP/DR1_tarballs/
readme_PEP_global.pdf
7 https://hedam.lam.fr/HerMES/
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Table 3. Summary of the long-wavelength imaging data.

Wavelength Telescope/instrument PSF FWHM Pixel size S cut Nfit ρfit σinstrument σconfusion

24 µm Spitzer/MIPS 5.7′′ 1.2′′ 10 µJy 131 178 0.29 18.8 µJy 11.2 µJy
100 µm Herschel/PACS 7.2′′ 1.2′′ 1.0 mJy 35 819 0.13 1.4 mJy 0.15 mJy
160 µm Herschel/PACS 12.0′′ 2.4′′ – 35 819 0.35 3.5 mJy 0.68 mJy
250 µm Herschel/SPIRE 18.2′′ 6.0′′ 7.0 mJy 14 869 0.34 1.7 mJy 6.8 mJy
350 µm Herschel/SPIRE 24.9′′ 8.3′′ – 14 869 0.63 2.7 mJy 6.3 mJy
500 µm Herschel/SPIRE 36.3′′ 12.0′′ – 14 869 1.34 2.9 mJy 5.8 mJy

Notes. The columns (from left to right) are the nominal wavelength, telescope/instrument, FWHM of the PSF, image pixel size, flux cut applied
to the predicted flux, number of sources to be fitted, source density per beam area, the 1σ instrument noise and the 1σ confusion noise.

and 500 µm (Nguyen et al. 2010). Therefore, the SPIRE maps in
COSMOS are dominated by confusion.

In Table 3, we show a summary of the long-wavelength
imaging data to be deblended in the COSMOS field, including
the nominal wavelength, the FWHM of the PSF, the image pixel
size, the flux cut applied to the predicted flux in a given band,
the number of sources to be fitted, the source density per beam
area, the 1-σ instrument noise and confusion noise.

3.2. Probabilistic deblending with XID+

Hurley et al. (2017) developed a prior-based source extraction
tool, XID+8, to extract flux information at the positions of known
sources. XID+ uses a probabilistic Bayesian framework that pro-
vides a natural way to include prior information, and uses the
Bayesian inference tool Stan (Stan Development Team 2015,
2018) to obtain the full posterior probability distribution on flux
estimates. The basic model of our data (i.e., far-IR and sub-mm
maps) can be built by the sum of three components,

d = ΣS
i=1Pfi + N(0,Σinstrumental) + N

(
B,Σresidual

confusion

)
. (5)

The first component represents the contribution of the known
sources which can be derived by multiplying the pointing matrix
(calculated using a Gaussian PSF) and the flux vector (composed
of the flux density from each source). The second term represents
the instrumental noise which is provided by the uncertainty map
of the observations. The third component is a global estimate for
the background term with Gaussian fluctuations accounting for
the unknown sources9. This model can then be compared with
the observed data.

A key feature of XID+ (in contrast with maximum-likelihood
based photometry methods) is that in addition to estimates of the
source flux, it also determines the full posterior probability dis-
tributions. The original XID+ used a flat flux prior. Later works
added informative flux prior (Pearson et al. 2017, 2018; Wang
et al. 2021) which has the advantage of being able to go down
to fainter flux levels. In this paper, we use the informative flux
prior only in deciding whether a given source should be kept in
the prior catalogue. When actually running XID+, we use a flat
flux prior in order not to introduce bias in the deblended flux.
Finally, we fit the two PACS bands and the three SPIRE bands
simultaneously to take into account the correlations between the
bands that are close together.

For deblending the PACS maps, we took the initial prior
catalogue (used for deblending the 24 µm map) and added
8 https://github.com/H-E-L-P/XID_plus
9 The unknown sources could include sources which are fainter than
our applied flux cut and sources which are not detected in the COS-
MOS2020 catalogue nor the joint radio catalogues.

Fig. 5. DLNN predicted PACS 100 µm fluxes on the test set compared
to the values from the 16 CIGALE runs. The running median is close
to the 1:1 ratio. The 16th and 84th percentile ranges are mostly within a
factor of two from the 1:1.

the deblended 24 µm fluxes. We then fed these data to the
CIGALE-trained DLNN to predict simultaneously the 100 and
160 µm flux S 100 and S 160. In Fig. 5, we show the compari-
son between the predicted PACS 100 µm fluxes by the DLNN
(S DLNN

100 ) and the predicted values from the 16 CIGALE SED fit-
ting runs (S CIGALE

100 ) for the test set. Performance metrics such
as the median bias, MFD and NMAD of (S DLNN

100 − S CIGALE
100 )

are reported in Table 2. We constructed the prior catalogue for
deblending the PACS maps as follows:
1. We included sources with predicted S 100 > 1.0 mJy. This

flux cut is chosen in light of the noise properties and the
validation results based on simulations (see Sect. 4.2).

2. We included sources with predicted S 100 < 1.0 mJy or with-
out predicted S 100, but present in the sample of 2019 X-ray
sources.

3. We included the 2791 radio sources not present in COS-
MOS2020.

In total, there were 35 819 sources in the prior catalogue for
deblending the PACS maps, corresponding to 0.13 sources per
beam at 100 µm and 0.35 sources per beam at 160 µm.

To build the prior catalogue for SPIRE, we took the ini-
tial prior catalogue and added the deblended 24 µm and PACS
fluxes. Then we fed these data to the DLNN to predict the 250,
350, and 500 µm flux S 250, S 350, and S 500. When the deblended
PACS fluxes were available, we used the DLNN trained using
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Fig. 6. DLNN predicted SPIRE 250 µm flux on the test set compared
to the values from the 16 CIGALE runs. The top panel corresponds to
predictions from the DLNN using photometry from COSMOS2020 and
the deblended 24 µm flux. The bottom panel corresponds to predic-
tions from the DLNN using all available photometry out to the PACS
wavelengths.

also the 100 and 160 µm CIGALE fluxes. Otherwise, we pre-
dicted SPIRE fluxes using the DLNN trained with data up to
24 µm. In Fig. 6, we show the comparison between the predicted
SPIRE 250 µm fluxes by the two DLNNs (S DLNN

250 ) and the pre-
dicted values from the 16 CIGALE SED fitting runs (S CIGALE

250 )
for the test set. Performance metrics such as the median bias,
MFD and NMAD of (S DLNN

250 − S CIGALE
250 ) for the two DLNNs

(one with optical to MIPS data and one with optical to PACS
data) are shown in Table 2. We constructed the prior catalogue
for deblending the SPIRE maps as follows:
1. We included sources with predicted S 250 > 7.0 mJy. This

flux cut is chosen in light of the noise properties and the
validation results based on simulations (see Sect. 4.2).

2. We included sources with predicted S 250 < 7.0 mJy or with-
out predicted S 250 but present in the sample of 2019 X-ray
sources.

3. We included the 2791 radio sources not present in
COSMOS2020.

In total, there were 14 869 sources in the prior catalogue for
deblending the SPIRE maps, corresponding to a source density
of 0.34 sources per beam at 250 µm, 0.63 sources per beam at
350 µm, and 1.34 sources per beam at 500 µm.

4. Validation

In this section, we validate our deblending methodology using
simulations. Specifically, we make use of the continuum observ-
ables in Simulated Infrared Dusty Extragalactic Sky (SIDES;
Béthermin et al. 2017, 2022) which is a 2 deg2 simulation of
the extragalactic sky, including clustering, based on dark mat-
ter simulations and empirical prescriptions such as abundance
matching between the galaxy stellar mass function (SMF) and
the dark matter halo mass function, the fraction of star-forming
galaxies as a function of stellar mass and redshift, the SFMS and
the fraction of starbursts as a function of redshift. This empirical
model is designed to reproduce a range of observed statistical
properties of far-IR and sub-mm galaxies, such as the distribu-
tion of the surface brightness in the pixels (P(D)), the number
counts and the power spectra of the cosmic IR background
anisotropies (Gkogkou et al. 2023). To generate simulated far-IR
and sub-mm maps, we adopted idealised Gaussian beams which
are commonly used as representations of the PSF at these wave-
lengths. The FWHM of the beams and the pixel sizes are set
to the same values as in the observations (Table 3). We also
added Gaussian random noise based on the uncertainty map
from the real observations. A realistic level of the confusion
noise is already included as the SIDES simulation reproduces
the observed number counts. The top row of Fig. 7 shows cutouts
of the same 10′ × 10′ patch of the sky in COSMOS, observed at
different wavelengths by MIPS, PACS, and SPIRE. In the bottom
row, we show cutouts of the same size from the simulated MIPS,
PACS, and SPIRE maps, demonstrating that the simulated maps
can statistically reproduce the observed far-IR and sub-mm sky
reasonably well.

4.1. Deblending results from the simulated MIPS map

To make the prior catalogue, we selected a total of 154 748
sources with a true 24 µm flux S 24 > 10 µJy, corresponding to
0.22 sources per beam. This flux cut is equal to the 1σ confusion
noise at 24 µm. For validation, only the first 100 tiles10 (out of
2470 in total) were run. Figure 8 shows the relation between the
true 24 µm flux (S 24in) and the XID+ deblended flux (S 24out).
The running median of the flux ratio (S 24out/S 24in) is very close
to the 1:1 line (with deviation <5%) above the 1σ instrument
noise of 18.8 µJy, demonstrating a high level of flux accuracy.
The 16th–84th percentile ranges widens towards fainter sources,
as expected. We can also notice that even at the bright end, XID+
can significantly underestimate or overestimate the fluxes of a
few sources. This is due to very nearby sources, as illustrated
in Fig. 9. The black circles represent the sources without any
neighbours within 1.2′′ (i.e., the pixel size). The red dots are the
sources without any neighbours within 3.0′′. We can see that
the number of sources for which the XID+ flux is very different
from the true flux is greatly reduced. So, as long as the sources
are separated by at least two pixels, XID+ can correctly deblend
them in most cases. Finally, the blue dots represent the sources
without any neighbours within 5.7′′ (i.e., the PSF FWHM). The

10 In XID+, the map to be fitted is segmented into tiles using the Hierar-
chical Equal Area isoLatitude Pixelization of a sphere (HEALPix), as it
is computationally unfeasible to process the whole map simultaneously.
The tiles have equal areas determined by the HEALPix level.
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Fig. 7. Comparison of the sky (10′ × 10′ cutouts) at different wavelengths. Top row: the same patch of the sky from 24 µm to 500 µm from the
real observations (top). Bottom row: similar to the top row but for the SIDES simulation including Gaussian random noise. The simulation can
statistically reproduce the observed far-IR and sub-mm sky reasonably well. One can also notice that the PACS 100 and 160 µm maps are much
more dominated by instrument noise compared to the maps at other wavelengths.

Fig. 8. Ratio of the output XID+ flux to the input true flux vs. the
true flux at 24 µm, down to the flux cut of 10 µJy. The blue line is
the one-to-one correspondence. The vertical dotted line corresponds to
the 1σ instrument noise. The solid red line is the running median and
the dashed red lines are the 16th and 84th percentiles.

deblended fluxes for these sources show further improvement,
i.e., better agreement with the true fluxes.

Hurley et al. (2017) showed that for faint sources comparable
to or below the noise level, their flux posterior distributions will
be non-Gaussian, due to the limit imposed by noise. To illustrate
this, we calculated from the posterior σ+ (from the difference
between the 84th percentile and the median) and σ− (from the
difference between the median and 16th percentile). Figure 10
shows the ratio of σ+ to σ− as a function of the median (i.e.
what we assign as the best estimate of the XID+ deblended flux).
The flux uncertainties become roughly Gaussian at fluxes above
the 1σ instrument noise. We also checked the accuracy of the
flux uncertainty. First, we derived the 1σ flux uncertainty esti-
mate from the maximum of σ+ and σ−. Following Liu et al.
(2018) and Jin et al. (2018), we plot in Fig. 11 the probabil-
ity distribution of the difference between the XID+ flux S 24out
and the true flux S 24in divided by the 1σ flux uncertainty, for
sources with S 24out > 18.8 µJy which is the 1σ instrument
noise. The distribution (the blue histogram) is wider than the
standard Gaussian with a mean of zero and standard deviation of

Fig. 9. Similar to Fig. 8, but only for sources which have true flux
S 24in > 18.8 µJy (i.e., above the 1σ instrument noise level) and do not
have any neighbours in the prior list within a certain radius (black cir-
cles – no neighbours within 1.2′′; red dots – no neighbours within 3.0′′;
blue dots- no neighbours within 5.7′′). The inset shows the histograms
of the ratio of the output XID+ flux to the input true flux for the three
groups.

one, indicating that the flux uncertainties are underestimated11. If
we multiply the 1σ error by a factor of two, the distribution (the
brown histogram) then closely follows the standard Gaussian. In
fact, the same multiplicative scaling factor is also needed in the
Herschel SPIRE bands. For a detailed explanation of why we
recommend applying a scale factor of two to the 1σ error in the
MIPS and SPIRE bands, please refer to Appendix B.

To investigate how well constrained the XID+ deblended
flux is (i.e. flux precision), we show in Fig. 12 the interquar-
tile range (IQR) divided by the true flux and how it varies as
a function of the true flux. The IQR is the difference between
the 84th and 16th percentile of the posterior. To account for
the systematic underestimation in the flux uncertainty, we mul-
tiply the IQR by a factor of two. The ratio of the IQR to the

11 Based on a frequentist interpretation, we expect the estimated fluxes
to fall within 1σ roughly 68% of the time and within 2σ roughly 95 of
the time.
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Fig. 10. 84th−50th
50th−16th percentile ratio (i.e. σ+/σ−) of the flux posterior dis-

tribution as a function of the output XID+ deblended flux. If the flux
uncertainties are Gaussian, this ratio would be equal to one (the hori-
zontal line), which is roughly the case at fluxes above the 1σ instrument
noise of 18.8 µJy.

Fig. 11. Distribution of the flux difference (between the output XID+
flux and the true flux) normalised by the XID+ flux uncertainty estimate,
before and after multiplying the 1σ uncertainty by a factor of two. The
red line corresponds to a standard Gaussian.

true flux generally decreases (indicating higher precision) for
intrinsically brighter sources. When the sources are very faint
(similar to the 1σ instrument noise), their IQR values are com-
parable to (or even larger than) the true fluxes. Finally, we
examined how well we can recover the true number counts. In
Fig. 13, we show the true counts as the brown histogram which
rise steeply with decreasing flux. The black dashed line repre-
sents the output counts derived from the best estimate of the
deblended flux. The dashed lines with different colours corre-
spond to the extracted counts using the 3000 samplings from
the XID+ posterior probability distribution functions (PDFs).
To account for the systematic flux uncertainty underestima-
tion, we rescaled the 3000 samplings from the posterior for
each source as follows,

S ′i = S 50th + 2 × (S i − S 50th),with i = 1, ..., 3000, (6)

Fig. 12. Ratio of the IQR to the true flux vs. the true flux, after scaling
by a factor of two. The vertical line is the 1σ instrument noise.

Fig. 13. Comparison of the true 24 µm number counts (filled histogram)
with the counts extracted from the output XID+ flux (black line). The
dashed histograms of different colours represent the 3000 samplings
from the posterior PDFs. The vertical dotted line is the 1σ instrument
noise.

where S50th is the median (i.e., the best estimate) of the source
flux. The output counts are close to the true counts above the 1σ
instrument noise. Below the 1σ instrument noise (where both
flux accuracy and flux precision are poorer), the output counts
fall increasingly under the true counts.

4.2. Deblending results from the simulated Herschel PACS
and SPIRE maps

The PACS maps are dominated by instrument noise. Therefore,
we selected sources with a true 100 µm flux >1 mJy (close to
the 1σ instrument noise) which gave us a total of 43 615 sources
(0.10 sources per beam). Figure 14 compares the output to input
flux ratio at 100 µm as a function of the true 100 µm flux. The
red solid line is the running median and the red dashed lines cor-
respond to the 16th–84th percentile ranges. We also overplot the
running median and the 16th–84th percentiles at 160 µm as the
green solid line and green dashed lines, respectively. The black
and green vertical dotted lines represent the instrument noise
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Fig. 14. Ratio of the output XID+ flux to the input flux vs. the input
flux at 100 µm, down to the flux cut of 1 mJy. The blue line is the
one-to- one correspondence. The black and green vertical dotted line
corresponds to the 1σ instrument noise level of 1.4 and 3.5 mJy at 100
and 160 µm respectively. The red/green solid line is the running median
at 100/160 µm. The red/green dashed lines are the 16th and 84th per-
centiles at 100/160 µm.

Fig. 15. Ratio of the output XID+ flux to the input true flux vs.
the true flux at 250 µm, down to the flux cut of 7 mJy. The blue
line is the 1:1 ratio. The solid and dashed red/green/yellow lines are
the 250/350/500 µm running median and the 16th–84th percentiles,
respectively.

level at 100 and 160 µm, which is 1.4 and 3.5 mJy, respectively.
Again, we find a very good agreement between the output flux
and the true flux above 1σ instrument noise in both PACS bands.

In contrast to PACS, the SPIRE maps are dominated by con-
fusion noise. Thus, we selected sources with a true 250 µm flux

>7 mJy (equal to the 1σ total noise =
√
σ2

instrument + σ
2
confusion),

which gave us 14 583 sources (0.54 sources per beam). Figure 15
compares the XID+ deblended flux to the input flux ratio as a
function of the true 250 µm flux. The red solid line represents
the running median, while the red dashed lines are the 16th-
84th percentiles. We over-plot the same quantities for the other
two SPIRE bands. The 350 and 500 µm running medians and
percentiles have qualitatively the same behavior. At the bright
end, the output flux is median unbiased relative to the true flux
across the three bands as the running median is close to the 1:1.

Fig. 16. 84th−50th
50th−16th percentile ratio (i.e. σ+/σ−) of the flux posterior as a

function of the output XID+ deblended flux). If the flux uncertainties
are Gaussian, this ratio would be equal to one (the horizontal blue line).

Fig. 17. Distribution of flux difference (between the output XID+
flux and the input true flux) normalised by the XID+ flux uncertainty
estimate, before and after scaling by a factor of two. The red line corre-
sponds to a standard Gaussian distribution.

Towards fainter fluxes, the median flux bias increases from a few
percent to ∼10%, ∼15% and ∼25% at the faintest flux level at
250, 350 and 500 µm, respectively. Thus, the offset representing
a systematic flux underestimation increases towards longer wave-
lengths, which is expected as the surface density of the sources
in the prior catalogue increases by almost a factor of four from
250 to 500 µm.

After demonstrating the level of flux accuracy in the SPIRE
bands, we explored further issues such as accuracy of flux uncer-
tainty, flux precision and number counts, using the 250 µm band
as an example. Figure 16 shows the 84th−50th

50th−16th percentile ratio of
the XID+ flux posterior distribution as a function of the median
at 250 µm. The flux uncertainties of most sources are roughly
Gaussian. However, there are some relatively bright sources with
a much lower σ+ flux uncertainty. On the other hand, there are
some sources with a much lower σ− flux uncertainty at the faint
end. In Fig. 17, we plot the probability distribution of difference
between the output flux S 250out and the true flux at 250 µm
S 250in normalised by the 1σ flux uncertainty estimate (from
the maximum of σ+ and σ−) for sources with S 250out > 7 mJy,
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Fig. 18. Ratio of the IQR to the input flux as a function of the true
250 µm flux, after applying the scaling factor.

Fig. 19. Comparison of the input 250 µm number counts (filled his-
togram) with the counts extracted from the output XID+ flux (black
line). The dashed histograms of different colours represent the 3000
samplings from the posterior.

before and after scaling by a factor of two. Without scaling, the
distribution is much wider than the standard Gaussian (the red
line). After scaling by a factor of two, the distribution of the
normalised flux difference is much closer to the standard Gaus-
sian. Figure 18 shows that ratio of the IQR to the input true
250 µm flux as a function of the true flux, demonstrating that
flux precision is in general higher for brighter sources.

In Fig. 19, we show the input counts at 250 µm as the grey
histogram. The black dashed line represents the output counts
derived from the best estimate of the output flux. The dashed
histograms with different colours correspond to the extracted
counts using the 3000 samplings from the posterior, scaled using
Eq. (6). The output counts are close to the true counts above the
10 mJy. Because of the worse scatter and flux accuracy of the
fainter sources, the output counts falls increasingly below the
true counts at <10 mJy. Finally, we illustrate how posterior PDFs
of the output flux determined by XID+ can be used to investigate
sources which are very close to each other, as their flux densi-
ties will be highly correlated. In Fig. 20, we show the joint and
marginalised posteriors of two close-by sources (separated by
∼4′′which is smaller than the pixel size of 6′′) in the simulated
250 µm map. The joint posterior is highly elongated which could

Fig. 20. Joint and marginalised posterior plot of two correlated sources
(∼4′′ apart) in the simulated 250 µm maps. Note that the joint and
marginalised posteriors have been scaled by a factor of two using
Eq. (6). The dashed black lines and the black cross indicate the fluxes
extracted by XID+. The solid blue lines and the blue diamond indicate
the true fluxes. The vertical dotted lines correspond to the 16th–84th
percentiles in the posterior.

cause some source photometry methods to assign all of the flux
to one source. With XID+, one can explore the correlation of the
neighbouring sources.

5. The final deblended point source catalogue

After validating our deblending methodology using the SIDES
simulations, we proceed to deblend the real maps from 24 µm
to 500 µm and compare with blindly extracted catalogues which
contain relatively bright sources and the super-deblended cata-
logue from Jin et al. (2018) which extends to very faint sources
(down to ∼1σ instrument noise). As an additional test, we
deblend the SCUBA-2 850 µm map and compare with ALMA
measurements which should be free of source blending issues.
This gives us an independent validation which does not rely on
simulations (and any inbuilt assumptions).

5.1. Deblending the real Spitzer MIPS 24 µm map

We first compare our XID+ deblended 24 µm fluxes with the
blindly extracted catalogue from (Le Floc’h et al. 2009) which
contains ∼30 000 sources down to the limit of 80 µJy (roughly
4σ instrument noise). By construction, blind catalogues are
limited to relatively bright sources in order to keep the rate
of spurious detections at a minimum. We cross-matched our
deblended catalogue with the blind catalogue by finding the
closest match within 2′′ which results in 21 703 matches. The
top panel in Fig. 21 shows that there is a very good agree-
ment between our XID+ deblended 24 µm fluxes and the blindly
extracted fluxes down to the limit of the blind catalogue. The
median difference is 5.4 µJy which is much smaller than the
1σ uncertainty of the blind catalogue. In terms of fractional
difference (i.e., flux difference divided by the blind flux) the
median difference is 3.3%.
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Fig. 21. Spitzer MIPS 24 µm flux comparison. Top panel: A 2D
histogram plot comparing the XID+ deblended fluxes with the blind cat-
alogue from Le Floc’h et al. (2009). There is a good agreement down
to the limit of the blind catalogue (80 µJy). Bottom panel: Compar-
ison with the super deblended catalogue from Jin et al. (2018). Our
deblended fluxes agree quite well with the super deblended fluxes, but
with increasing scatter towards fainter sources.

We also compare our XID+ deblended catalogue with the
super-deblended catalogue from Jin et al. (2018). There are sev-
eral differences between the two deblended catalogues. First, the
construction of the prior catalogue is different. Jin et al. (2018)
used COSMOS2015 while we used the updated COSMOS2020
benefiting from deeper imaging and improved SED coverage.
The initial selection of prior sources in Jin et al. (2018) is based
on photo-z and stellar mass estimates12. While a stellar mass-
based selection is reasonable because of the SFMS which shows
a strong correlation between star-formation rate (SFR) and stellar
mass for star-forming galaxies, it also includes passive galaxies
which are not significant far-IR/sub-mm emitters. The fraction
of passive galaxies increases with increasing stellar mass and

12 Jin et al. (2018) used photo-z and stellar mass estimates in the initial
selection of prior sources to deblend the 24 µm map and the radio maps.
After that, they used SED fitting and the photo-z information to predict
the flux of a given prior source at the wavelength to be deblended (e.g.,
PACS or SPIRE maps). If the predicted flux is above a critical flux value,
then the source is kept in the prior list.

Fig. 22. Herschel PACS 100 and 160 µm flux comparison. Left column:
2D histogram plots comparing the XID+ deblended fluxes with the blind
catalogue. Right column: comparison with the super-deblended cata-
logue from Jin et al. (2018). The vertical dotted line corresponds to the
1σ instrument noise level, which is 1.4 mJy at 100 µm and 3.5 mJy at
160 µm.

decreasing redshift. Furthermore, relying directly on the photo-
z and stellar mass estimates would be problematic for some
sources for which these properties could not be reliably derived.
For example, from COSMOS2015 to COSMOS2020, more than
20% of the sources (∼30 000 sources) have their photo-z esti-
mates changed by >10%. In our deblending methodology, we
only used the observed fluxes and colours to predict the flux in
the waveband to be deblended, taking into account systematic
uncertainties in the SED modelling. Thus, we can avoid rely-
ing on derived properties and automatically fold in differences
in the SEDs between star-forming galaxies and passive galaxies.
There are also differences in the deblending methodology. Jin
et al. (2018) used a maximum-likelihood based GALFIT PSF fit-
ting and rely on Monte Carlo simulations to correct the output
flux. The Monte Carlo simulations would break down the corre-
lation between sources as the injected source has no correlation
with the real sources to be deblended. Bearing these differences
in mind, we can see a very good agreement in the bottom panel
of Fig. 21 between the two deblended catalogues with increas-
ing scatter towards fainter fluxes. Below the 3σ instrument noise
level (3 × 18.8 µJy), our XID+ deblended fluxes are slightly
lower than the super-deblended fluxes, which could be due to
the systematic underestimation effect (which is <5% above 1σ
instrument noise) as seen in the validations using simulations
(Sect. 4.1).

5.2. Deblending the real Herschel PACS & SPIRE maps

First, we compare our deblended PACS catalogues with the
blindly extracted catalogues from the PEP survey which contains
7443 sources with 100 µm flux >4.4 mJy. Selecting the closest
match within 2′′, we found a total of 3654 and 2489 matches at
100 and 160 µm, respectively. The left column of Fig. 22 shows a
good agreement on flux down to the limit of the blind catalogue
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Fig. 23. Herschel SPIRE 250, 350 and 500 µm flux comparison. Top panels: 2D histogram plots comparing the XID+ deblended SPIRE fluxes
with the blind catalogue. Bottom panels: Comparison of the XID+ deblended SPIRE fluxes with the Jin et al. (2018) super-deblended catalogue.
The blue line corresponds to the one-to-one correspondence. The red line is the shifted one-to-one line, after taking into account the maximum
level of the systematic underestimation of our XID+ deblended SPIRE fluxes (see Sect. 4.2).

(5 and 10 mJy at 100 and 160 µm respectively). In the right col-
umn of Fig. 22 we compare our results with the super-deblended
catalogue. At 100 µm, the flux agreement is excellent through-
out the explored range. At 160 µm, the super-deblended flux is
slightly higher than our deblended flux at < ∼ 10 mJy. Based on
the validation in Sect. 4.2, we expect our deblended flux to be
median unbiased relative to the true flux down to the 1σ instru-
ment noise which is 3.5 mJy at 160 µm. Therefore, we conclude
that the Jin et al. (2018) super-deblended 160 µm fluxes may be
slightly overestimated in this flux range.

We then compare our XID+ deblended results of the SPIRE
maps with the blind catalogue from the Herschel Extragalac-
tic Legacy Project (HELP; Shirley et al. 2021). The sources
in the blind catalogue are detected as peaks in the matched
filter images which maximises the S/N of individual points
sources taking into account instrument noise and confusion noise
(Chapin et al. 2011). The blind catalogue in COSMOS contains
9382 sources directly detected from the 250 µm map, with a flux
cut S 250µm ≥ 13.5 mJy corresponding to the 85% completeness
level. Selecting the closest match within 5′′ based on the posi-
tional uncertainty expected of blind SPIRE sources (Wang et al.
2014), we found a total of 3591 matches. The top row in Fig. 23
shows the comparison of our deblended fluxes with the blind
photometry, revealing a generally good agreement particularly at
250 µm. There is a systematic underestimation in our deblended
flux which increases with increasing wavelength. The scatter
also increases toward fainter fluxes and longer wavelengths. This
is expected as the density of the sources in the prior catalogue
increases from 250 to 500 µm (from 0.34 to 1.34 sources per
beam). Based on the validation in Sect. 4.2, we expect that there
is a maximum median offset of ∼10%, 15% and 25% at 250,
350 and 500 µm, respectively, at the faintest flux levels. We add

the red dashed lines to guide the eye in gauging the maximum
level of median bias in our deblended flux relative to the blind
photometry. The bottom row of Fig. 23 compares our deblended
SPIRE fluxes with the Jin et al. (2018) super-deblended cat-
alogue. At 250 µm, we see a good agreement between our
deblended fluxes and the super-deblended fluxes throughout the
explored flux range. At 350 and 500 µm, the agreement between
the two deblended catalogues is slightly worse (with larger scat-
ter). The running median lines cross the maximum level of
median bias (based on the validation in Sect. 4.2) around 7 mJy.
Overall, the good agreement of the two deblended catalogues
demonstrate the good quality and robustness of the deblended
photometry.

5.3. Deblending the real SCUBA 850 µm maps and
comparison with ALMA photometry

We also apply our XID+ deblending to the SCUBA-2 850 µm
map and then compare with ALMA measurements. The ALMA
measurements regarded as the truth allow us to independently
verify the quality of our deblended photometry. We used the
850 µm map from the SCUBA-2 (Holland et al. 2013) COSMOS
survey (S2COSMOS; Simpson et al. 2019), conducted with
the East Asian Observatory’s James Clerk Maxwell Telescope
(JCMT). Our prior catalogue is the same as used for deblending
the SPIRE maps. For discussions on completeness and precision
in using K−band/mid-IR/radio detected sources as counterparts
of sub-mm sources, we refer the reader to Hodge et al. (2013);
An et al. (2018, 2019). The median instrumental noise level of
the 850 µm map is 1.2 mJy/beam over the main area of 1.6 deg2

(with the deepest area reaching σinst ∼ 0.5 mJy/beam−1, which
is where our prior catalogue is located. We used a Gaussian
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Fig. 24. Testing deblended 850 µm flux densities using AS2COSMOS.
Top panel: Comparison between deblended 850 µm fluxes (red: XID+;
blue: Jin et al. 2018) and ALMA 870 µm measurements. The solid line
corresponds to the 1:1 ratio. The shaded region is within a factor of
two from the 1:1 and the dashed lines are within a factor of 10. Bottom
panel: probability distributions of the difference between the deblended
fluxes and ALMA measurements normalised by the 1σ flux uncertainty,
for sources with ALMA measured fluxes >4 mJy.

PSF with a FWHM of 14.9′′. Following Geach et al. (2017) and
Simpson et al. (2019), we also applied a multiplicative factor of
1.13 to account for the flux loss due to filtering in map making.

We compare our XID+ deblended fluxes with ALMA Band
7 continuum measurements centred at 870 µm of ∼180 brightest
sources from S2COSMOS, undertaken as a pilot of the ALMA-
S2COSMOS (AS2COSMOS) survey (Simpson et al. 2020). No
correction was applied to convert the ALMA fluxes to 850 µm.
Benefiting from the high resolution (with a median synthesised
beam of 0.80′′×0.79′′) and sensitivity of interferometric obser-
vations (with a median sensitivity of 0.19 mJy/beam−1), ALMA
measurements are free from issues such as blending of multi-
ple sources and are highly complete at >6.2 mJy13. Within 1′′,
we found 113 matches between our deblended catalogue and the
AS2COSMOS catalogue. The top panel of Fig. 24 compares

13 The main limiting factor in the completeness level is the com-
pleteness of the parent SCUBA-2 sample, which is estimated to be
87%.

ALMA fluxes with our deblended fluxes. The bottom panel of
Fig. 24 shows the probability distribution of the flux difference
normalised by the uncertainty estimates of our deblended fluxes,
for sources with ALMA measured fluxes > 4 mJy. We also com-
pare with the super-deblended photometry from Jin et al. (2018)
which used the images from the SCUBA-2 Cosmology Legacy
Survey (S2CLS) COSMOS program (Geach et al. 2017) with an
rms noise of 1.6 mJy/beam−1. Within 1′′, we got 201 matches
between the super-deblended catalogue and the AS2COSMOS
catalogue. The larger number of matches is mostly due to the
larger area covered by the super-deblended catalogue. Over-
all, the level of agreement between our deblended fluxes and
the ALMA measurements is similar to that between the super-
deblended fluxes and the ALMA measurements. In the case of
our deblended photometry, 92% of the matches (with ALMA
fluxes >4 mJy) agree with ALMA fluxes within a factor of two
(i.e., in the shaded region). In the case of the super-deblended
photometry, 88% of the matches (with ALMA fluxes >4 mJy)
agree with ALMA fluxes within a factor of two. There are a few
sources with much higher ALMA fluxes than the correspond-
ing super-deblended fluxes. Two sources even have >10 times
brighter ALMA fluxes, suggesting that their super-deblended
fluxes are significantly underestimated.

As a final and complementary test, we compare with mea-
surements from the A3COSMOS project (Liu et al. 2019), which
processes ALMA archival observations in COSMOS every six
months. The newest data release, including all data which were
made public before 10/03/2020, covers 622.8 arcmin2. The
A3COSMOS sample is much larger than AS2COSMOS, but has
a more heterogeneous selection and mix of data with different
depths and resolutions. The A3COSMOS data release includes
two catalogues. One is a catalogue of blindly extracted ALMA
sources with peak S/N>5.4, with a ∼ 50% spurious rate at
S/N = 5.4 and a ∼ 12% cumulative spurious rate at S/N > 5.4.
The other is a prior photometry catalogue containing fitting
of known optical/near-IR/mid-IR/radio sources with S/N peak
>4.35 and ∼50% spurious rate at S/N = 4.35 and a ∼8% cumu-
lative spurious rate for S/N>4.35. As A3COSMOS includes data
at various bands, we selected measurements with observed wave-
lengths between 850 and 890 µm, comparable to the Band 7
measurements from AS2COSMOS.

First, we matched our XID+ deblended 850 µm catalogue
with the A3COSMOS blind catalogue by finding the closest
match within 0.5′′, resulting in 354 matches. In comparison,
there are 457 matches between the super-deblended catalogue
and the blind catalogue. The top-left panel of Fig. 25 compares
the deblended fluxes with the blind ALMA photometry. For the
super-deblended fluxes, 87% of the matches (with ALMA fluxes
>4 mJy) agree with the ALMA blind photometry within a factor
of two (i.e. in the shaded region). For the XID+ deblended fluxes,
90% of the matches (with ALMA fluxes >4 mJy) agree with the
ALMA blind photometry within a factor of two, demonstrating a
higher level of flux accuracy. Compared to the XID+ deblended
fluxes, more super-deblended fluxes show significant underesti-
mation relative to ALMA. In the bottom-left panel of Fig. 25,
we show that the probability distributions of the flux difference
normalised by the 1σ flux uncertainty estimate, for sources with
ALMA measured fluxes >4 mJy.

We now compare with the ALMA prior photometry cat-
alogue. We matched our XID+ deblended catalogue with the
ALMA prior catalogue by finding the closest match within 0.5′′,
resulting in 788 matches. In comparison, there are 810 matches
between the super-deblended catalogue and the ALMA prior
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Fig. 25. Testing deblended 850 µm flux densities using A3COSMOS. Top left: comparison between deblended 850 µm flux and ALMA 870 µm
photometry from the blind ALMA catalogue (red: XID+ deblended fluxes; blue: super-deblended fluxes from Jin et al. 2018). The blue vertical
dotted line corresponds to the rms noise level of S2CLS-COSMOS. Top right: similar to the top left panel but for comparison with the ALMA
prior photometry measurements. Bottom left: normalised distributions of flux difference (between deblended fluxes and ALMA blind photometry)
divided by the 1σ flux uncertainty, for sources with ALMA measured fluxes >4 mJy. The vertical dotted line corresponds to no difference between
the deblended flux and the ALMA flux. Bottom right: similar to the bottom left panel but for comparison with the ALMA prior photometry
catalogue.

catalogue. The right column of Fig. 25 compares the deblended
fluxes with the fluxes from the ALMA prior catalogue. Qualita-
tively, we see similar patterns as in the left column when com-
paring with the ALMA blind catalogue. For the super-deblended
fluxes, 75% of the matches (with ALMA fluxes >4 mJy) agree
with the ALMA prior photometry within a factor of two. For
the XID+ deblended fluxes, 77% of the matches (with ALMA
fluxes >4 mJy) agree with the ALMA prior photometry within
a factor of two. Our deblended fluxes clearly extend to fainter
sources than the super-deblended fluxes, which could be mostly
due to the deeper 850 µm map from S2COSMOS compared to
S2CLS-COSMOS. Other differences in the prior catalogues and
deblending methodologies might also play a role.

6. Example science applications

Our deblended far-IR and sub-mm photometry catalogue can be
used in a wide range of studies related to dusty galaxy evolu-
tion. For example, one could investigate the number counts, the
monochromatic luminosity functions as well as the integrated IR
luminosity functions, and the contribution from dusty galaxies to

the cosmic star-formation history. These long-wavelength data
are also critical for studying the SMF of dusty sources and how
they compare with the general SMFs, the fraction of DSFGs as
a function of stellar mass and redshift, and the fraction of dust-
obscured SFR as a function of stellar mass and redshift. Here we
present two example science applications, which are the galaxy
SFMS and the FIRC.

6.1. The galaxy star-formation main sequence

The SFMS is a tight correlation between stellar mass (M⋆) and
SFR from the local Universe to high redshift (Brinchmann et al.
2004; Noeske et al. 2007; Speagle et al. 2014; Popesso et al.
2023). To estimate M⋆ and SFR, we used CIGALE and the setup
of Pearson et al. (2018), with a delayed exponentially declin-
ing star-formation history plus an exponentially declining burst,
Bruzual & Charlot (2003) stellar population, a double power
law dust attenuation model, the Draine et al. (2014) dust emis-
sion model, and the Fritz et al. (2006) AGN templates. We
then selected galaxies for which the reduced χ2 of the best fit
model is < 5. Fig. 26 shows the distribution of the sources in
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Fig. 26. Stellar mass M⋆ vs. redshift for all galaxies in our deblended
catalogue, with colour-coding corresponding to number of sources.

our deblended catalogue in stellar mass vs. redshift. Using the
derived estimates of stellar mass and SFR, we plot the correla-
tion between the two properties in six redshift bins from z ∼ 0.2
to z ∼ 2.3 in Fig. 27 and compare with the SFMS relations from
Pearson et al. (2018), which were derived using COSMOS2015
(Laigle et al. 2016) and a less advanced deblending method for
only the SPIRE data (Pearson et al. 2017, 2018). Thus, Pearson
et al. (2018) is an ideal comparison to check if there are any dif-
ferences our updated deblending makes to the SFMS. We also
make a comparison with Speagle et al. (2014), which compiled
a large number of SFMS studies made before their publication,
and Popesso et al. (2023), who also made a compilation of earlier
works but used a SFMS with a high mass turnover. Our galaxies
in Fig. 27 are selected as star-forming using a UVJ colour-colour
cut (Whitaker et al. 2011; Pearson et al. 2018).

Since this exercise was only meant to be a simple demon-
stration of what kind of scientific studies would be enabled by
our data, we did not attempt a detailed analysis which would
demand carefully taking into account various selection effects.
With these caveats in mind and based on a simple visual inspec-
tion, we find that our new deblended data appear to give rise to
a steeper SFMS than Pearson et al. (2018) at z < 1.8 and more
in line with Speagle et al. (2014) and Popesso et al. (2023). This
work also appears to show that the normalisations (the value of
the SFMS at log(M⋆/M⊙) = 10.5) of the SFMS are now more
consistent with Speagle et al. (2014) and Popesso et al. (2023),
at least at z < 1.4, partially resolving the known lower normal-
isation of the Pearson et al. (2018) SFMS described in Popesso
et al. (2019).

6.2. The far-IR to radio correlation

The correlation between the far-IR and radio emission in star-
forming galaxies is one of the tightest known in astronomy.
Although the FIRC has been studied extensively at various IR
and radio frequencies, the exact physical origin is not yet known
and it is still under debate whether it evolves with redshift and
other physical parameters such as stellar mass. As a second
example, we briefly explore the FIRC using our deblended fluxes
of the MIGHTEE sources at 1.3 GHz. Here we focus on the
1038 MIGHTEE sources that are not included in COSMOS2020.
We emphasise again that in deblending the FIR/sub-mm maps
for the additional radio sources, only positional priors are used
(i.e., no information regarding their radio fluxes are used in the
deblending process).

It is common to use a dimensionless parameter q, defined
as the logarithmic ratio of the far-IR luminosity to the radio
luminosity in the rest-frame, to describe the FIRC. Different
studies often also use slight variations of q, e.g., by using
either integrated or monochromatic (far-)IR luminosity. Also,
the choice of the radio frequency can vary. Here we compute
a monochromatic q250 as below,

q250 = log10

(
S 250

S 1.3GHz

)
. (7)

Ideally, one need to apply k-correction to derive the rest-frame
250 µm and 1.3 GHz flux densities, particularly if the sample
extends a wide redshift range. However, as our sample con-
sists of the 1038 MIGHTEE sources that are not present in
COSMOS2020, we do not have photo-z information for these
sources. Therefore, we simply calculate the q250 value in the
observed frame.

Figure 28 shows the distribution of our measured monochro-
matic q250 values for the MIGHTEE sources that do not have a
match in COSMOS2020. We also compare with similar mea-
surements from previous studies of the FIRC at 1.4 GHz.
For example, Ivison et al. (2010) used multi-wavelength data
across the redshift range 0 < z < 3 in the extended Chandra
Deep Field South field, including 250, 350 and 500 µm data
from the Balloon-borne Large Aperture Submillimetre Tele-
scope (BLAST; Devlin et al. 2009) and 1.4 GHz data from the
VLA (Miller et al. 2008). For their 250 µm selected sample,
they measured q250 = 2.26±0.35, without applying k-correction.
Using a stacking analysis on their 24 µm selected sample, they
measured q250 = 2.70 ± 0.08 without applying k-correction.
Jarvis et al. (2010) studied the FIRC at z < 0.5 using the
Herschel Astrophysical TeraHertz Large Area Survey (H-
ATLAS; Eales et al. 2010) Science Demonstration Phase (SDP)
data and radio data from the NRAO VLA Northern Sky Survey
(NVSS; Condon et al. 1998) and the Faint Images of the Radio
Sky at Twenty-one centimetres (FIRST; Becker et al. 1995) and
found a mean value of 2.01 ± 0.04 for q250. Smith et al. (2014)
used a sample of 250 µm-selected galaxies at z < 0.5 from
H-ATLAS and cross-matched with the 1.4 GHz flux density
measurements from FIRST. They reported a value around 2.5 for
q250 based on a stacking analysis. Finally, Gürkan et al. (2018)
selected a sample of galaxies from the Sloan Digital Sky Sur-
vey (SDSS DR7; Abazajian et al. 2009). Matching the sample to
the far-IR data from the H-ATLAS survey in the North Galac-
tic Pole (NGP) field and the 1.4 GHz data from FIRST, they
measured a best-fit value of ∼ 1.95 ± 0.2 for q250. Although it
is difficult to make proper comparisons between our measured
q250 values and the previous results due to various differences
(such as the probed redshift range, sample selection, the adopted
radio frequency and whether k−correction is applied), we see
a reasonably good agreement. This demonstrates yet again the
high quality of our deblended far-IR and sub-mm photometry.

7. Conclusions

Far-IR and sub-mm data are key to measuring the obscured
star-formation activity. The star-formation properties of very
dusty galaxies (for which the commonly adopted energy balance
assumption could also break down) cannot be constrained reli-
ably without far-IR/sub-mm data. The dusty galaxy population
is also essential in understanding the formation and evolution of
massive galaxies, as most of the massive population are shown
to be dusty at high redshifts. However, there is currently no
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Fig. 27. SFR as a function of M⋆ for (a) 0.2 ≤ z < 0.5, (b) 0.5 ≤ z < 0.8, (c) 0.8 ≤ z < 1.1, (d) 1.1 ≤ z < 1.4, (e) 1.4 ≤ z < 1.8, (f) 1.8 ≤ z < 2.3.
Red lines are the results from Pearson et al. (2018), dashed cyan lines are the results from Speagle et al. (2014), and dotted magenta lines are the
results from Popesso et al. (2023). Blue cross indicates the typical uncertainty in M⋆ and SFR. Colour-coding correspond to number of sources
from low (dark blue) to high (red). Data are binned into the same redshift bins as in Pearson et al. (2018).

planned IR mission until the 2030s at the earliest. In this paper,
we present a new deblended far-IR and sub-mm point source cat-
alogue derived using a probabilistic and progressive deblending
approach. We have combined the strengths of previous efforts
and also improved on several aspects including the construction
of the prior catalogue and taking into account the correlations
between bands. Crucially, the construction of the prior bene-
fits from an improved multi-wavelength catalogue in COSMOS
and from a deep learning based emulator to speed up the flux
prediction step which needs to be carried out progressively.

Based on testing using realistic simulations of the far-IR and
sub-mm sky, we have demonstrated the good performance of our
deblending methodology. For the Spitzer/MIPS 24 µm map and
the Herschel/PACS 100 and 160 µm maps which are dominated
by instrument noise, we can deblend fluxes which are median
unbiased and have approximately Gaussian uncertainties all the
way down to the 1σ instrument noise. For the Herschel/SPIRE
maps which are dominated by confusion noise, we show that

with our deblending methodology we can deblend fluxes down
to roughly the 1σ confusion noise. There is a slight system-
atic flux underestimation towards faint flux levels, which reaches
approximately 10%, 15% and 25% at 250, 350 and 500 µm,
respectively, for the faintest sources. After testing with simu-
lations, we deblend the real data and compare with previous
blindly extracted catalogues and the super-deblended catalogue
from Jin et al. (2018). As an additional test, we deblend the
SCUBA-2 850 µm and test our deblended photometry using
ALMA Band 7 continuum measurements. We publicly release
our XID+ deblended far-IR and sub-mm point source catalogues
through the Strasbourg astronomical Data Center (CDS) and
the Herschel Extragalactic Legacy Project database14. In Table
4, we provide an explanation of the columns contained in the
catalogue.

14 https://hedam.lam.fr/HELP/dataproducts/dmu26/dmu26_
XID+COSMOS2024/
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Table 4. Columns contained in our XID+ deblended far-IR and sub-mm point source catalogue.

Name Unit Description

ID – The COSMOS2020 ID (negative numbers for radio sources)
RA – Right Ascension from COSMOS2020 (or radio positions)
Dec – Declination from COSMOS2020 (or radio positions)

F_24 mJy 24 µm flux density (median)
FErr_24_u mJy 24 µm flux density (84th Percentile); σ+ = FErr_24_u − FErr_24
FErr_24_l mJy 24 µm flux density (16th Percentile); σ− = FErr_24 − FErr_24_l
FErr_24_1σ mJy maximum of σ+ and σ−
Bkg_24 mJy/Beam Fitted Background of 24 µm map (median)
Sig_conf_24 mJy/Beam Fitted residual noise component due to confusion (median)
Sig_tot_24 mJy/Beam total error =

√
(Sig_conf_24)2 + (FErr_24_1σ)2

Rhat_24 – Convergence Statistic (ideally < 1.2)
n_eff_24 – Number of effective samples (ideally > 40)
Post_24 mJy 3000 samplings from the posterior PDF of the 24 µm flux density
tile_MIPS – tile number

F_100/160 mJy 100/160 µm flux density (median)
FErr_100/160_u mJy 100/160 µm flux density (84th Percentile)
FErr_100/160_l mJy 100/160 µm flux density (16th Percentile)
FErr_100/160_1σ mJy maximum of σ+ and σ−
Bkg_100/160 mJy/Beam Fitted Background of 100/160 µm map (median)
Sig_conf_100/160 mJy/Beam Fitted residual noise component due to confusion (median)
Sig_tot_100/160 mJy/Beam total error =

√
(Sig_conf_100/160)2 + (FErr_100/160_1σ)2

Rhat_100/160 – Convergence Statistic (ideally < 1.2)
n_eff_100/160 – Number of effective samples (ideally > 40)
Post_100/160 mJy 3000 samplings from the posterior PDF of the 100/160 µm flux density
tile_PACS – tile number

F_250/350/500 mJy 250/350/500 µm flux density (median)
FErr_250/350/500_u mJy 250/350/500 µm flux density (84th Percentile)
FErr_250/350/500_l mJy 250/350/500 µm flux density (16th Percentile)
FErr_250/350/500_1σ mJy maximum of σ+ and σ−
Bkg_250/350/500 mJy/Beam Fitted Background of 250/350/500 µm map (median)
Sig_conf_250/350/500 mJy/Beam Fitted residual noise component due to confusion (median)
Sig_tot_250/350/500 mJy/Beam total error =

√
(Sig_conf_250/350/500)2 + (FErr_250/350/500_1σ)2

Rhat_250/350/500 – Convergence Statistic (ideally < 1.2)
n_eff_250/350/500 – Number of effective samples (ideally > 40)
Post_250/350/500 mJy 3000 samplings from the posterior PDF of the 250/350/500 µm flux density
tile_SPIRE – tile number

F_850 mJy 850 µm flux density (median)
FErr_850_u mJy 850 µm flux density (84th Percentile)
FErr_850_l mJy 850 µm flux density (16th Percentile)
FErr_850_1σ mJy maximum of σ+ and σ−
Bkg_850 mJy/Beam Fitted Background of 850 µm map (median)
Sig_conf_850 mJy/Beam Fitted residual noise component due to confusion (median)
Sig_tot_850 mJy/Beam total error =

√
(Sig_conf_850)2 + (FErr_850_1σ)2

Rhat_850 – Convergence Statistic (ideally < 1.2)
n_eff_850 – Number of effective samples (ideally > 40)
Post_850 mJy 3000 samplings from the posterior PDF of the 850 µm flux density
tile_SCUBA – tile number

Notes. σ+ can be calculated from the difference of the 84th percentile and the median. σ− can be calculated from the difference between the
median and the 16th percentile. The 1σ uncertainty of the source flux density can be derived from the maximum of σ+ and σ−. For a final estimate
of the flux uncertainty, one can use the total error derived from combining the 1σ uncertainty and the residual confusion noise in quadrature. For
the MIPS and SPIRE bands, this is equivalent to scaling the 1σ uncertainty by a factor of two. For the PACS and SCUBA-2 bands, the residual
confusion noise is much smaller than the instrument noise level. Consequently, the total error is very close to the 1σ uncertainty.
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Fig. 28. Distribution of the monochromatic q250 value of the MIGHTEE
sources that do not have a match in COSMOS2020. k−correction is not
applied due to the lack of photo-z estimates. The various vertical lines
and the shaded regions correspond to similar measurements from previ-
ous studies.

We use the COSMOS field as the first application in this
work. In the future, we plan to apply our deblending method-
ology to other premier extragalactic survey fields. On the obser-
vational front, a lot of progress has been made over the past few
years and exciting new data are expected to arrive soon which
can be used to further improve the prior information used to
deblend the long-wavelength data. For example, the COSMOS-
Web (Casey et al. 2023; PIs: Kartaltepe & Casey, ID=1727)
treasury program using JWST will cover 0.54 deg2 the COSMOS
field with NIRCam imaging and 0.19 deg2 with MIRI imag-
ing. The recently launched Euclid satellite will also observe the
COSMOS field as one of its calibration fields. The deep optical
and near-IR Euclid data, together with the rich multi-wavelength
data such as deep IRAC mid-IR observations will be crucial for
more accurate photometric redshift and stellar mass estimates,
thereby providing better prior catalogue for future deblending
work. On the other hand, new deep sub-mm observations from
the ground can be used to directly validate any deblending
approach. For example, the upcoming A-MKID sub-mm cam-
era on the APEX telescope based on the latest microwave kinetic
inductance detector (MKID) technologies will survey the sky at
350 and 850 µm simultaneously. Thanks to its sensitivity, large
format, and field of view (15×15 arcmin2), A-MKID will be
an unprecedented sub-mm survey machine, capable of imaging
large areas down to confusion limits in a reasonable time. Ben-
efiting hugely from the 12-metre dish size, the resulting beam
size at 350 µm will be around 7′′ (a factor of 3.4 smaller than
Herschel).
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Appendix A: CIGALE parameters

Table A.1 shows the choices of the SED model components and
parameters in the 16 CIGALE runs, with all possible combina-
tions of two star-formation history models, two dust attenuation
models, two dust emission models, and two AGN models.

Appendix B: Scaling the flux uncertainty

To make the computational time manageable, XID+ ignores the
fact that residual confusion noise is correlated between pix-
els. Instead, it is assumed to be constant in each tile and is
modelled as Gaussian fluctuations around a global background,
N(B,Σresidual

confusion), as described in Eq. (5). If we add this residual
confusion noise Σresidual

confusion in quadrature to the 1σ flux uncertainty
estimate to form a “total" noise, then the “total" flux uncer-
tainties behave as expected in the sense that the distribution of
the flux differences normalised by the "total" flux uncertainties
follows the standard Gaussian.

In the MIPS and SPIRE bands, scaling the 1σ flux uncer-
tainty by a factor of two also makes the distribution of the
normalised flux difference to follow the standard Gaussian. In
other words, the effect of scaling by a factor of two is roughly
the same as combining the 1σ flux uncertainty with the residual
confusion noise in quadrature, as shown in Fig. B.1. To under-
stand why they coincide, consider using XID+ to fit a map with
n1 × n2 = M pixels. XID+ assumes that the map d (a flattened
vector of M pixels) is formed from the contribution of the known
sources and two independent noise terms (instrument noise and
residual confusion noise). The contribution of the known sources
ΣS

i=1Pfi, where P is the point response function (PRF) and fi is the
flux of a given source, can be written in a linear form,

d = Af. (B.1)

Here f is a vector of S elements (corresponding to the number
of known sources) and A is a M × S pointing matrix. Therefore,
the maximum-likelihood solution can be found as

f = (ATNd
−1A)−1ATNd

−1d, (B.2)

where Nd is a diagonal matrix with Nd,ii = σ
2
inst,ii + σ

2
conf . If we

make an assumption that the sources do not overlap with each
other, then the Fisher information matrix can be simplified to a
S × S diagonal matrix with each entry equal to

ΣPRF2
i / < σ

2
inst,i + σ

2
con f > . (B.3)

By the Cramér-Rao lower bound, the inverse of Eq. (B.3) repre-
sents the lower limit of the variance of the estimated flux density.
If we make a further simplifying assumption that the instrument
noise does not vary much across the pixels, then the minimum
of the variance would be

varmin =< σ
2
inst + σ

2
conf > /ΣPRF2

i . (B.4)

Take the deblended 250 µm fluxes as an example. From Fig. B.2,
the residual confusion noise is ∼ 3 mJy, which is a factor of 1.8
higher than the instrument noise (see Table 3). Given ΣPRF2

i =
5.2 for the 250 µm beam map, we can derive the minimum 1σ
flux uncertainty is ∼ 2 times smaller than the residual confusion
noise, as

var250
min =< (σconf/1.8)2 + σ2

conf > /5.2 = 0.25σ2
conf . (B.5)

6 4 2 0 2 4 6
(S250out S250in)/

0.0

0.1

0.2

0.3

0.4

0.5

PD
F

Before scaling
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Fig. B.1. Distribution of flux difference normalised by the 1σ flux
uncertainty estimate, before and after scaling 1σ by a factor of two. We
also show the distribution after adding in the residual confusion noise
in quadrature to the 1σ flux uncertainty.

Therefore combining the 1σ uncertainty with the residual noise
in quadrature has roughly the same effect as scaling the 1σ
uncertainty by a factor of two,

σtotal =

√
(1σ)2 + σ2

con f =
√

5σ. (B.6)

Performing these calculations for the MIPS band shows the same
conclusion. For the PACS and SCUBA-2 bands, because the
instrument noise is much greater than the confusion noise, the
1σ flux uncertainty is dominated by instrument noise and there-
fore does not need to be scaled up as for the other bands. In other
words, the total error after including the residual confusion noise
is almost the same as the 1σ flux uncertainty.
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0
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Fig. B.2. Distribution of the 1σ flux uncertainty at 250 µm (derived
from the maximum of σ+ and σ−) is shown by the blue histogram. The
brown histogram shows that distribution of the residual confusion noise.
The green histogram shows the ratio of the two.
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Table A.1. Choices of the SED model components and parameters in the 16 CIGALE runs.

star-formation history
delayed τ+starburst e-folding time of the main population 500, 1000, 3000, 5000, 8000 Myrs

age the main population 500, 1000-13 000 (step 1000) Myrs
e-folding time of the late starburst population 9000, 13 000 Myrs
age of the late starburst population 1, 30, 100, 500 Myrs
mass fraction of the late starburst population 0.01, 0.05, 0.1, 0.2

double exponential e-folding time of the main population 1000-9000 (step 2000) Myrs
age the main population 500, 1000-13 000 (step 1000) Myrs
e-folding time of the late starburst population 10000 Myrs
age of the late starburst population 1, 30, 100, 500 Myrs
mass fraction of the late starburst population 0.01, 0.05, 0.1, 0.2

dust attenuation
modified Charlot and Fall 2000 V-band attenuation in the interstellar medium 0.1, 0.5-3.5 (step 0.5)

AvIS M/ AvBC+AvIS M 0.25, 0.5, 0.75
power-law slope of the attenuation in the birth clouds -0.7
power-law slope of the attenuation in the ISM -0.7

modified Calzetti 2000 color excess 0.01, 0.05, 0.1, 0.2, 0.3, 0.4,0 .5
reduction factor 0.25, 0.5, 0.75
Slope of the power law modifying the attenuation curve -0.5, -0.4, -0.3, -0.2, –0.1, 0
Extinction law Milky Way

dust emission
Draine et al. 2014 Mass fraction of PAH 0.47

minimum radiation field 5, 15, 25
power-law slope α in dM/dU ∝ Uα 2
Fraction illuminated from min to max radiation field 0.02

Dale et al. 2014 alpha slope 1.5-4 (step 0.5)
AGN templates

Fritz et al. 2006 Full opening angle of the dust torus (degree) 100
viewing angle (degree) 0.001, 50.1, 89.990
AGN fraction 0, 0.1, 0.3, 0.5, 0.7
optical depth at 9.7 µm 0.3, 1, 6
linked to the radial dust distribution in the torus -0.5
linked to the angular dust distribution in the torus 0

SKIRTOR optical depth at 9.7 µm 7
torus density radial parameter p 1
torus density angular parameter q 1
half opening angle (degree) 40
viewing angle (degree) 30, 70
AGN fraction 0, 0.1, 0.3, 0.5, 0.7
extinction law of polar dust SMC
E(B-V) of polar dust 0, 0.1, 0.2, 0.3, 0.4
temperature of polar dust 100
emissivity of polar dust 1.6

Notes. The 16 CIGALE runs involve all possible combinations of two star-formation history models (delayed τ + starburst or double exponential),
two dust attenuation models (modified Charlot & Fall (2000) or modified Calzetti et al. (2000) attenuation law), two dust emission models (IR SED
templates from the Draine et al. (2014) model or the Dale et al. (2014) model), and two AGN models (smooth AGN templates from Fritz et al.
(2006) or clumpy AGN templates from the SKIRTOR model in Stalevski et al. (2012)).
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