
HAL Id: insu-04694942
https://insu.hal.science/insu-04694942v2

Submitted on 13 Sep 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Global climate modelling of Saturn’s atmosphere, Part
V: Large-scale vortices

Padraig T Donnelly, Aymeric Spiga, Sandrine Guerlet, Matt K James,
Deborah Bardet

To cite this version:
Padraig T Donnelly, Aymeric Spiga, Sandrine Guerlet, Matt K James, Deborah Bardet. Global
climate modelling of Saturn’s atmosphere, Part V: Large-scale vortices. Icarus, 2025, 425 (January),
pp.116302. �10.1016/j.icarus.2024.116302�. �insu-04694942v2�

https://insu.hal.science/insu-04694942v2
https://hal.archives-ouvertes.fr


Icarus 425 (2025) 116302 

A
0

Contents lists available at ScienceDirect

Icarus

journal homepage: www.elsevier.com/locate/icarus

Research Paper

Global climate modelling of Saturn’s atmosphere, Part V: Large-scale vortices
Padraig T. Donnelly a,b,∗, Aymeric Spiga b,c, Sandrine Guerlet b,d, Matt K. James e, Deborah Bardet b

a DMPE, ONERA, Université Paris-Saclay, F-91123 Palaiseau, France
b Laboratoire de Météorologie Dynamique/Institut Pierre-Simon Laplace (LMD/IPSL), Sorbonne Université, Centre National de la Recherche Scientifique (CNRS),
École Polytechnique, École Normale Supérieure (ENS), Campus Pierre et Marie Curie BC99, 4 place Jussieu, 75005 Paris, France
c Institut Universitaire de France (IUF), 1 rue Descartes, 75005 Paris, France
d LESIA, Observatoire de Paris, Université PSL, CNRS, Sorbonne Université, Univ. Paris Diderot, Sorbonne Paris Cité, 5 place Jules Janssen, 92195 Meudon, France
e University of Leicester, University of Leicester, University Road, Leicester, LE1 7RH, UK

A R T I C L E I N F O

Dataset link: https://github.com/PTDonnelly/d
ynamico_gcm

Keywords:
Gas giants
Saturn
Vortices
Global climate model
Eddy-to-mean flow interactions
Geospatial information systems
Machine learning
Dynamical detection
Atmospheric dynamics

A B S T R A C T

This paper presents an analysis of large-scale vortices in the atmospheres of gas giants, focusing on a detailed
study conducted using the Saturn-DYNAMICO global climate model (GCM). Large-scale vortices, a prominent
feature of gas giant atmospheres, play a critical role in their atmospheric dynamics. By employing three
distinct methods – manual detection, machine learning via artificial neural networks (ANN), and dynamical
detection using the Automated Eddy-Detection Algorithm (AMEDA) – we characterise the spatial, temporal,
and dynamical properties of these vortices within the Saturn-DYNAMICO GCM. Our findings reveal a consistent
production of vortices due to well-resolved eddy-to-mean flow interactions, exhibiting size and intensity
distributions broadly in agreement with observational data. However, notable differences in vortex location,
size, and concentration highlight the model’s limitations and suggest areas for further refinement. The analysis
underscores the importance of zonal wind conditions in influencing vortex characteristics and suggests that
more accurate modelling of giant planet vortices may require improved representation of moist convection
and jet structure. This study not only provides insights into the dynamics of Saturn’s atmosphere as simulated
by the GCM but also offers a framework for comparing vortex characteristics across observations and models
of planetary atmospheres.
1. Introduction

A general feature of planetary atmospheres is the presence of strong
zonal flows that arise from thermal gradients and planetary rotation
effects. The complex interaction between eddy momentum fluxes and
these zonal jets can often give rise to intense shears and retrograde
flows which can lead to vortical structures. These dynamically-closed
features are found in many planetary atmospheres.

Vortices are ubiquitous on Jupiter, with a great deal of variability
in spatial structure and lifetime between the largely cool and cloudy
white anticyclones to the warm and volatile-rich dark cyclones (Smith
et al., 1979; Ingersoll et al., 1979; Mitchell et al., 1979; Rogers, 1995;
Vasavada et al., 1998; Fletcher et al., 2022; Orton et al., 2022). Jovian
anticyclones are often more long-lived than their cyclonic counterparts,
sometimes existing for many years, compared to the often transient cy-
clones. Cyclones are generally fewer in number and potentially far more
irregular in shape, sometimes being quite zonally-oblate (Morales-
Juberìas et al., 2002; Legarreta and Sánchez-Lavega, 2005). Jovian
cyclones and anticyclones typically form in their associated region of

∗ Corresponding author.
E-mail address: padraig.donnelly@onera.fr (P.T. Donnelly).

shear with vorticity magnitudes on the order of the planetary and
local wind shear vorticities (Mac Low and Ingersoll, 1986; Legarreta
and Sánchez-Lavega, 2005). Recent observations from the NASA Juno
spacecraft reveal complex, stable configurations of circumpolar cy-
clones, of a kind that are not observed on other giant planets (Orton
et al., 2017; Adriani et al., 2018).

The atmosphere of Saturn exhibits fewer discrete vortices than
Jupiter. Prominent anticyclonic white ovals have been observed from
the Pic-du-Midi Observatory (Sánchez-Lavega et al., 1997), and by the
Voyager (Smith et al., 1981, 1982; García-Melendo et al., 2007) and
Cassini (Vasavada et al., 2006; Trammell et al., 2014, 2016) spacecraft,
sometimes lasting for years and experiencing merging events with
smaller spots. There is a relative dearth of stable cyclonic spots on
Saturn, with the most notable being the long-lived and UV-bright spot
observed from the ground (Sánchez-Lavega et al., 2000), by Voyager
2 (Smith et al., 1982), and by the Hubble Space Telescope (HST, Cald-
well et al., 1993). Cassini also observed the long-lived southern cyclone
at ∼46◦S (del Río-Gaztelurrutia et al., 2010), groups of vortices like the
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relatively long-lived cyclone–anticyclone coupled system at ∼59◦N (del
Río-Gaztelurrutia et al., 2018), the long chain of infrared-bright spots
at ∼33◦N (the ‘‘String of Pearls’’, Sayanagi et al., 2014), and the dark
ovals frequently generated in a region of vigorous convection, thun-
derstorm, and lightning activity at 33–39◦N (‘‘Storm Alley’’ Sromovsky
et al., 2018). There has been extensive study of the polar region
from ground-based (Orton and Yanamandra-Fisher, 2005) and space-
based (Sánchez-Lavega et al., 2006; Dyudina et al., 2008; Fletcher et al.,
2008; Dyudina et al., 2009; Baines et al., 2009; Antuñano et al., 2015;
Sayanagi et al., 2017; Antuñano et al., 2018) observatories, revealing
a circular stable cyclone at each pole. This structure is analogous to
the polar cyclones on Jupiter and is expected to be common on the gas
giants (O’Neill et al., 2015; Scott, 2011).

On Uranus, ground-based and spacecraft observations (Sromovsky
et al., 2012) present a dominant view of clouds exhibiting many small
bright spots (potentially regions featuring cumulus-like convection)
with associated dark spots. Further ground-based observations (de
Pater et al., 2015) detected near-infrared-bright, rapidly-evolving, dis-
crete cloud features that suggest more structured vortical systems
deeper in the atmosphere.

On Neptune, the historical record contains two prominent anticy-
clones imaged by Voyager (Smith et al., 1989; Limaye and Sromovsky,
1991; Sromovsky et al., 1993). Ground-based observations detected a
large circumpolar prograde jet at approximately 80◦S surrounding an
infrared-bright polar region (Luszcz-Cook et al., 2010). These highest
southern latitudes exhibit large-scale subsidence, warming, slowing
of the peripheral jet, and potential volatile depletion, suggestive of
cyclonic motion (Fletcher et al., 2014).

Large-scale vortices are key to understand the atmospheric dynam-
ics on gas giants (Sada et al., 1996; Simon-Miller et al., 2002; Ingersoll
et al., 2004; Vasavada and Showman, 2005; del Genio et al., 2009),
providing insights into the vertical structure and sources of forcing for
long-lived stable features (e.g. zonal jets) and ephemeral convective
events (e.g. moist convective outbreaks). Therefore, it is crucial to also
consider theoretical models (e.g. radiative, chemical, and dynamical)
to enrich knowledge of vortices and large-scale dynamics gained from
observations (Ingersoll et al., 1981; Williams and Yamagata, 1984;
Dowling and Ingersoll, 1989; Marcus et al., 2000; Li et al., 2006;
Showman, 2007; del Río-Gaztelurrutia et al., 2010; Rostami et al.,
2017).

In recent years there has been much study into idealised and com-
prehensive numerical models to investigate large-scale dynamics. A
significant challenge in gas giant modelling is representing the depth
and forcing of large-scale dynamics. As a result, two approaches have
emerged to investigate the tropospheric dynamics on the giant planets.
One is the ‘‘shallow-forcing’’ model which uses equations that assume
a thin atmosphere to capture weather-layer phenomena like baroclinic
instability and moist convective storms (Vasavada and Showman, 2005;
Lian and Showman, 2008; Schneider and Liu, 2009; Liu and Schneider,
2010; Lian and Showman, 2010; García-Melendo et al., 2010). The
other is the ‘‘deep-seated’’ dynamo-like model that captures convection
through the planet’s molecular envelope (Heimpel et al., 2005; Yano
et al., 2005; Kaspi et al., 2009; Heimpel and Gómez Pérez, 2011;
Gastine et al., 2014; Heimpel et al., 2016; Cabanes et al., 2017).
The shallow weather-layer models, like the Saturn-DYNAMICO GCM
described in this paper, reproduce well convective events, large-scale
vortices, and high-latitude westward jets, and the deep-seated models
reproduce the strength and stability of the equatorial super-rotating
zonal jet, but the challenge remains to capture all of these phenom-
ena under a single scheme (Vasavada and Showman, 2005; Lian and
Showman, 2008; Schneider and Liu, 2009; Liu and Schneider, 2010;
Lian and Showman, 2010; García-Melendo et al., 2010). However,
recent observational studies have shown that jets are much deeper
than the vertical extent of shallow-water models, but shallower than
what some deep models assume (Kaspi et al., 2018; Guillot et al.,
2 
2018; Galanti et al., 2019), implying merits to each methodology for
modelling large-scale dynamics.

Despite the many observations of giant planet vortices, it remains a
challenge to perform a comprehensive long-term study of the statistical
morphologies and dynamics of vortices. Amateur visible-light and near-
IR data continues to provide an invaluable scientific tool for vortex
classification (Rogers, 1995; Rogers et al., 2006; Iñurrigarro et al.,
2020; Hueso et al., 2022), and the NASA Juno spacecraft has enabled
unprecedented opportunity to classify the jovian polar and circumpolar
vortices (Adriani et al., 2018; Grassi et al., 2018; Kaspi et al., 2018;
Adriani et al., 2020; Li et al., 2020; Tabataba-Vakili et al., 2020;
Bolton et al., 2021; Scarica et al., 2022; Siegelman et al., 2022a,b). For
Saturn, the natural differences in vortex appearance and the relatively
lower spatial resolution of amateur observations makes comparable
study on Saturn difficult, despite decades of observations from ground-
based (Hanel et al., 1981, 1982; Fletcher et al., 2009; Blake et al., 2023)
and space-based (Karkoschka and Tomasko, 2005; Pérez-Hoyos et al.,
2005; Fletcher et al., 2023) observatories.

Until recently there has not been a fully eddy-resolved, multi-year
global circulation model of the gas giants that manifests cloud-top vor-
tices without forcing or parameterisation. The Saturn-DYNAMICO GCM
presents a unique opportunity to explore the eddy-driven production of
vortices from eddy-jet interaction in the context of a Saturn-like planet
(see Section 2). Long-lived, large-scale vortices occur spontaneously in
the model, but so far they have not been studied in detail. This work
characterises the spatial, temporal, and dynamical structure of these
vortices over multiple Saturn years. With the wealth of vortices in the
model and the benefits of direct dynamical outputs, we explore three
different detection methodologies and compare the results to previous
observational studies of vortices on Saturn.

We briefly introduce the reference simulation from Saturn-DYN-
AMICO GCM in Section 2.1 and the general approach to the detection
of large-scale vortices on the giant planets in Section 2.2. In Sections
2.3, 2.4, and 2.5 we introduce the three vortex detection methodologies
used in this comparative analysis. Section 3 compares the statistical
distributions of model parameters for all vortices detected by the three
methods, with a focus on spatial and temporal distributions, vortex size,
vortex shape, and local wind conditions. Finally, Section 4 discusses
the model vortices in the context of observational studies of the giant
planets, reflects on the strengths and limitations of the three methods
for vortex detection, and discusses implications for future study.

2. Methodology

2.1. Saturn-DYNAMICO Global Climate Model

The Saturn-DYNAMICO GCM is comprised of a radiative-seasonal
model coupled to a hydrodynamical core that solves the shallow-
layer equations on an icosahedral grid, with 32 atmospheric layers
from 1–3000 mbar (Spiga et al., 2020). The model is optimised for
massively-parallel computation which has enabled the high-resolution
numerical simulation of Saturn’s atmosphere on a half-degree latitude–
longitude grid for fifteen modelled planetary years. Radiative transfer
modelling uses correlated-k distributions based on HITRAN line data
for the primary hydrocarbons (CH4, C2H6, and C2H2, Rothman et al.,
2013), collision-induced absorption from H2-H2, H2-He, tropospheric
and stratospheric aerosols, as well as ring shadowing effects and inter-
nal heat fluxes (Guerlet et al., 2014). Along with an internal heat flux,
the model has a Rayleigh-like drag layer at the model bottom, which
emulates the deep zonal flows and which acts to close the angular
momentum budget. Initial winds are set to zero with a single vertical
profile of temperature everywhere, and the model has sufficient spatial
resolution to directly resolve the eddy-to-mean energy cascade over the
long spin-up time of eight years to achieve steady-state flow (Cabanes
et al., 2020). This steady state from model year eight to fifteen in Spiga
et al. (2020) forms the dataset for this work (discussed in Section 2.2).
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The steady-state Saturn-DYNAMICO model produces a thermal
structure consistent with Cassini/CIRS measurements of Saturn (Spiga
et al., 2020), as well as a realistic zonal jet structure (except for the
super-rotating equatorial jet, largely underestimated in the simulation),
eddy-acceleration of the jets, and atmospheric planetary-scale waves.
Subsequent studies using Saturn-DYNAMICO have explored the inverse
cascade giving rise to jets (Cabanes et al., 2020), the stratospheric
equatorial dynamics and their impact on the quasi-periodic equatorial
oscillation (Bardet et al., 2021), and the impact of moist convection on
zonal dynamics in the Jupiter configuration (Boissinot et al., 2024).

These eddy-driven dynamics also give rise to quasi-periodic ‘‘eddy-
burst events’’, wherein small-scale instabilities accumulate to cause
abrupt stochastic transitions in the zonal jet structure (Bouchet and
Simonnet, 2009; Bouchet et al., 2013). During these events the zonal
flow is disrupted on a global scale, rapidly transporting momentum and
accelerating the zonal jets. These eddy-burst events are qualitatively
similar to the large-scale upheavals observed on Jupiter (Rogers, 1995;
Fletcher et al., 2011; Pérez-Hoyos et al., 2012; Sánchez-Lavega et al.,
2017; Fletcher et al., 2017a,b), albeit markedly more intense and
distributed. A particular event of interest is the one seen in Fig. 1.
These events happen sporadically in both hemispheres, but during this
event the northern hemisphere remained relatively quiescent, with a
growing instability from the jet-vortex interaction on the northern edge
of the prominent southern cyclone at ∼75◦S. The early quiescent stage
(Fig. 1a) is marked by slowly-varying zonal jets and a near-constant
background vorticity structure on the timescales considered here. The
disturbed stage (Fig. 1b) is dominated by intense horizontal shear and
disruption of the zonal mean state. The final stage (Fig. 1c) is a period
of relaxation back to the quiescent state wherein the stable vortices
merge over time and deposit their vorticity back into the mean flow via
the zonal jets. We note here that while observational studies of Jupiter
and Saturn discussed in this paper are typically from the low and mid
latitudes, the vortices analysed in this study are exclusively from the
polar region, for reasons discussed in Section 3.3.

2.2. Vortex detection — general approach

The choice of vortex detection method depends on the nature
of the dataset. Sparse datasets of inconsistently-sampled imaging ob-
servations and continuously-modelled dynamical fields both present
unique challenges. In this work, we treat the seven years of steady-
state DYNAMICO model outputs as a ‘‘synthetic’’ observational dataset,
which presents the opportunity to explore three distinct methods: visual
detection and manual selection in images (previous studies of gas
giant vortices, Li et al., 2004; Vasavada et al., 2006; Trammell et al.,
2014, 2016), a neural network trained by that approach, and a purely
dynamical approach developed for terrestrial oceanic eddies based on
modelled dynamical fields (Le Vu et al., 2018). This study explores
the advantages and disadvantages of each approach, and quantifies the
uncertainties and sensitivities associated with each, with the ultimate
goal to study large-scale vortices on Saturn.

This analysis utilises the Saturn-DYNAMICO GCM simulations of
Spiga et al. (2020) to probe directly the thermal and dynamical sig-
nature of the large-scale vortices (Section 2.1). We assume that the
700-mbar model level corresponds approximately to Saturn’s cloud top
and provides a meaningful comparison to the cloud-tracked aerosol
populations of visible-light observations (Li et al., 2004; Vasavada
et al., 2006; Trammell et al., 2014, 2016; Fletcher et al., 2023). Despite
small differences in wind fields between levels, there is no particular
sensitivity to this assumption since the modelled troposphere in Saturn-
DYNAMICO is fairly barotropic and large-scale tropospheric features
can persist over many vertical levels. DYNAMICO currently uses a
latitudinally-uniform aerosol layer (necessary for radiative balance)
and does not resolve cloud microphysics, which renders these results
insensitive to aerosol variations.
3 
Fig. 1. Relative vorticity field at 700 mbar from the Saturn-DYNAMICO GCM. Time
lapse of 1000 model days from the beginning of model year 12 showing the stages
before, during, and after a typical eddy-burst event. Vortex merging can be seen with
two pairs of clockwise-orbiting cyclones in the southern 0–90◦ quadrant.

The three methods produce distributions of vortex location and
size (on a latitude–longitude grid). The angular geometry is then con-
verted to geodesic distances on a Saturn-like ellipsoid using the Karney
formula for an ellipsoid (Karney, 2012). This is necessary because
DYNAMICO assumes a spherical geometry but Saturn is ellipsoidal.
The oblateness of Saturn means that spherical geodesic distances can
diverge up to 20% zonally and 15% meridionally from the Saturn
ellipsoidal case. At each vortex centre we extract temperature, 𝑇 , zonal
wind, 𝑈 , and meridional wind, 𝑉 , which are direct outputs of the model
and used to calculate higher-order dynamical fields.

In the context of planetary atmospheres and oceanography, the
Okubo–Weiss parameter, 𝑊 , defined in Eq. (1), is a critical tool for
distinguishing between rotational and strain-dominated regions within
a fluid flow (Okubo, 1970; Weiss, 1991). It has been used extensively
to study coherent mesoscale eddies in the terrestrial ocean (Isern-
Fontanet et al., 2003; Morrow et al., 2004; Chelton et al., 2007;
Chaigneau et al., 2008), and is useful when discussing eddy growth,
cyclogenesis and vortex development (merging and splitting) in gi-
ant planet atmospheres. By applying the Okubo–Weiss parameter to
the DYNAMICO model outputs, we can gain deeper insights into the
dynamical behaviour of large-scale cyclones and anticyclones in the
Saturn-DYNAMICO GCM, and derive useful diagnostic tools for analysis
of vortices in planetary atmospheres.

𝑊 = 𝜎2 + 𝜎2 − 𝜁2, (1)
𝑛 𝑠 𝑟
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where 𝜎𝑛 = 𝑢𝑥 − 𝑣𝑦, 𝜎𝑠 = 𝑣𝑥 + 𝑢𝑦, and 𝜁𝑟 = 𝑣𝑥 − 𝑢𝑦 are the
shearing deformation rate, the straining deformation rate, and the vertical
omponent of relative vorticity, respectively, where 𝑥 represents the
ongitudinal distance and 𝑦 represents the latitudinal distance. Using
his parameter, we explore how the diagnostic metrics developed for
he study of submesoscale eddies in the terrestrial ocean (Scherbina
t al., 2013; Balwada et al., 2021) can be applied to the interior of GCM
he vortices to understand the dynamics close to the vortex core. For
omparison to these oceanographic studies we calculate the horizontal

divergence, 𝛿, where:

𝛿 = 𝑢𝑥 + 𝑣𝑦, (2)

and combine the two deformation terms into the lateral strain rate, 𝛼,
where:

𝛼 =
√

𝜎2𝑛 + 𝜎2𝑠 (3)

The 𝑊 parameter is used in the dynamical approach detection
step (Le Vu et al., 2018) and later its components are used to char-
acterise the distribution of vortex dynamics (Section 3).

A direct assumption of the manual method (and an indirect one for
the neural network) is that a vorticity feature is deemed to be a ‘‘vortex’’
if it has a circular or oval shape with a distinct vorticity magnitude and
can be the same or opposite sign to the surrounding flow. This excludes
short-lived eddies that are often the progenitors of longer-lived, stable
vortices (see Section 2.1), as well as other eddy-dominated circulations
like folded filamentary regions (FFRs, Rogers, 1995; Rogers et al., 2006;
Wong et al., 2020; Fletcher et al., 2022), and convective/rifted regions.

Vasavada et al. (2006) suggest that the vorticity of each vortex is
correlated to the vorticity of the surrounding zonal winds. They admit
that they did not measure tangential velocities, and only approximately
determined the vorticity sign based on observed behaviour (e.g. orbit-
ing and stability in surrounding shear zone), so it is conceivable that
they did not correctly estimate all vorticities in that study. This limita-
tion persists in the assumption of Trammell et al. (2014) that vortices in
cyclonic shear regions are themselves cyclonic and vice-versa, though
they also admit that this is not necessarily the case (as discussed in
Section 3). This is a useful assumption due to the challenges associated
with visible-light imaging of aerosol populations but it is not required
in the present work using modelled dynamical fields. It is true that
these fields used in this work are insensitive to the differences in
vortex appearance caused by variations in cloud-top aerosols, so we
cannot classify vortices in the same way as Vasavada et al. (2006)
and Trammell et al. (2014, 2016). However, they do provide the
opportunity to probe the dynamical field directly to find opposite-
sign vortices, something that is not possible under the assumption of
same-sign selection.

Observed vortices generally exhibit a fairly distinct bright or dark
aerosol population embedded in a comparatively uniform bright back-
ground. Modelled vortices behave similarly and should naturally over-
lap with this kind of observation being a roughly distinct vorticity
feature in a comparatively uniform background shear. We assume
that the edge of an observed and modelled vortex is the boundary
within which all of the vorticity of the vortex is contained. Therefore,
although not strictly the same, a modelled vortex does provide a good
comparison to the observations in this analysis.

However, at smaller spatial scales it becomes difficult to distinguish
between small, circular vortices and more ambiguous vorticity features
that may be small-scale eddies or transient vortices. We observe the
same lower bound of vortex size as the observational studies (discussed
in Section 3), but our spatial resolutions differ; 100–150 km/pixel
(Cassini/ISS) and 10–526 km/grid point (Saturn-DYNAMICO GCM from
pole to equator at half-degree resolution), respectively. This means that
we effectively have reduced spatial resolution at low-latitudes, and
could be missing the smallest vortices that might be comparable to
those in the data. The conclusion is that all model vortices would be
visible in the observations, but not all observed vortices are necessarily
detectable in the model under these assumptions, so caution is needed
when making direct comparisons.
4 
2.3. Manual detection — visual mapping

The ‘‘synthetic data’’ used for the manual detection method use
the relative vorticity field, 𝜁𝑟. This is comparable to the high-pass
filtered images of Vasavada et al. (2006) and Trammell et al. (2014,
2016) since applying a high-pass filter often explicitly involves a similar
subtraction of two-dimensional gradients. We tested similar maps of
potential vorticity calculated on isentropes (lines of constant potential
temperature) where maxima in vorticity are generally more distinct,
but they offer no notable improvement on vortex detection at the cost
of increased computation.

Of the methods explored in this work, the manual vortex detection
is the most direct comparator to observational studies. The model
outputs are sampled at each solstice and equinox for seven modelled
Saturn years. Later this count will be computed as a seasonal average
for comparison to the other two methodologies (which have higher
temporal sampling). Seasonal average here is defined as the simple
mean of the vortex count in all model time steps in a bin of length
one season (90 degrees of solar longitude) and centred on the sol-
stice/equinox of a given season. This temporal sampling and similar
fundamental measurement assumptions are intended to represent a
‘‘best-case’’ simulation of what could be expected from long-term giant
planet observations. Maps are analysed using the free and open-source
Quantum Geographic Information System (QGIS, QGIS Development
Team, 2022) to measure features on the vorticity maps by visually
identifying the vortex centre and overlaying a ‘‘ghost’’ ellipse until the
vortex edge is considered to be completely enclosed. Since the vorticity
map is inspected visually, there is notable sensitivity of the output to
the contrast of values perceived by the human eye.

To constrain this sensitivity, ten prominent vortices were measured
each at five magnifications and four map contrast modes, to estimate
the uncertainty in vortex edge detection given that changing gradi-
ents can change the shape and size of the boundary. Fig. 2 shows
the measured uncertainties as well as the relative contribution of
each map mode to the uncertainty. Using average values of the inter-
quartile range (IQR), uncertainty in vortex latitude and longitude is
approximately 0.1 and 0.2%, respectively. The zonal and meridional
diameters (𝐷𝑥 and 𝐷𝑦, respectively) are each on average ∼10%. The
uncertainty in zonal and meridional diameters reaches a maximum of
60% in extreme cases where the vorticity gradient across the rim is
small (i.e. weak vortex or strong background flow) or where there is
significant spatial distortion from the cylindrical map projection (at the
highest polar latitudes). It was found that the magnification of the map
contributes more uncertainty (up to 50% more) than the contrast of the
map.

2.4. Machine learning — artificial neural network

We utilise an Artificial Neural Network (ANN) to search for vortex-
like features in the DYNAMICO model outputs, and use the results of
the manual study as the training set for this algorithm. This approach
is intended to implement the manual method in a more scalable and
efficient way.

2.4.1. Network training
To prepare the manually-detected vortices for input into the neu-

ral network, the DYNAMICO model fields are sub-sampled according
to the spatial bounds of those vortices and down-sampled onto a
6 × 6-point latitude–longitude grid (the specific grid size is arbitrary).
Down-sampling like this fixes the number of input features for each
vortex and although it removes small-scale atmospheric phenomena
from the sample, finer grids do not improve the accuracy of the ANN
output at the cost of increased computation time for training and
detection.

Each ‘‘vortex’’ in the training set is a grid of 𝑇 , 𝑈 , 𝑉 , 𝜁𝑟, and
atitude, 𝜙 , which are reshaped into a one-dimensional array to form
| |
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Fig. 2. Measurement uncertainty for the manual vortex detection method showing
central latitude and longitude (first and second rows, respectively) and meridional and
zonal diameter (third and fourth rows, respectively) for each of 10 prominent model
vortices obtained across 20 map configurations. Direct measurements are expressed as
a percentage about the mean value for each vortex (coloured points), with the median
value (white points), IQR (thick line), and upper and lower quartiles extended by the
IQR (thin line). The degree to which the white points vary about zero represents the
asymmetry of each distribution. Horizontal lines show the mean (thick) and median
(dashed) quartile values. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

the 180 nodes (‘‘features’’) of the input layer of the network (36 grid
points × 5 atmospheric parameters). The windows are also randomly
‘‘jittered’’ up to 20% about each vortex to create examples of off-centre
detections that should allow the final algorithm to detect vortices even
in cases of sub-optimal alignment. It also ensures that the number of
examples of each vortex type is equal, such that each output class has
equal weight during training (as an alternative method to asymmetric
weighting coefficients, James et al., 2020).

Each network is trained with the range of architectures explored
in Section 2.4.2, which produces a maximal training accuracy of 93%.
Doubling the sampling density of the grid (thus squaring the number
of features) improves this accuracy by 1%, implying that the accuracy
is not overly sensitive to the level of detail provided by each sample.
This accuracy is more likely to be a reflection of the small sample
size of the training set (141 vortices). Such a high accuracy for such
a small, and low-resolution dataset implies that the data is not being
5 
over-fitted and is promising for future implementations of this neural
network detection method (see Section 4).

Feature analysis techniques are used to determine the degree to
which each feature (each pixel of atmospheric information) correlates
with changes in each of the three output classes ‘‘not vortex’’, ‘‘pos-
itive vortex’’, and ‘‘negative vortex’’ (referring to the sign of relative
vorticity, 𝜁). This is useful when there is no clear a priori knowledge
of what variables to use. On such technique is the Analysis of Vari-
ance (ANOVA, James et al., 2020), and when implemented with only
these five atmospheric parameters reveals temperature to have the
greatest correlation with the output classification. Training the network
using only the temperature field actually obtains a test accuracy of
83%, which is remarkable with so few vortices and such low spatial
resolution. Broadly speaking, this could mean that the horizontal wind
field is not necessary for neural network vortex detection. It may be
possible to get a significant fraction of the efficacy of this method
with temperature alone, which has implications for imaging data and
spatially-resolved thermal retrievals (discussed in Section 4).

2.4.2. Network architecture
In order to avoid over-fitting the data while retaining a good quality

classification, the network architecture of ANN approach is optimised
as follows. The training data is used to obtain the matrix of weights
and biases for a given architecture using the detection algorithm. In
order to avoid under-fitting or over-fitting the data, we explore a
space of possible architectures to obtain the optimal configuration. The
architecture has one input layer with 180 nodes (the reshaped model
fields), the intermediate hidden layers, and one output layer with 3
nodes (the three output classes) initialised with randomised weights
and biases between the nodes. Each network architecture of 1, 2, and 3
hidden layers with a range of nodes per hidden layer (logarithmically
spaced between 2 and 512) is trained fifty times to account for the
statistical differences in each randomised matrix of weights and biases,
and the validation accuracy, 𝐴, and validation cost, 𝐽 , are calculated for
each architecture. Validation accuracy is simply the ratio of correct pre-
dictions and total predictions (equal to one with all correct predictions),
and 𝐽 is a measure of the difference between the real and predicted
value (equal to zero with a perfect prediction). It is evaluated using
5-fold cross-validation (because of the statistically small size of the
training set), which describes how skilled the network is at operating
on an unseen subset of the training data, as a way to evaluate the
performance of a given architecture (James et al., 2020). At this stage,
𝐽 is a more useful metric for constraining the optimal architecture
than validation accuracy, since the latter can change with the final
implementation of the neural network and detection algorithm.

The global minimum of 𝐽 represents the optimal configuration of
nodes and layers, with node configurations below (fewer nodes) and
above (more nodes) the minimum corresponding to under-fitting the
data (not well-trained on the training data) and over-fitting the data
(only trained on the training data, not generalised for unseen data),
respectively. Fig. 3 shows that the optimal configuration in each case
is actually the one with the fewest hidden layers (Fig. 3a) and also
the fewest overall nodes (i.e. the least complexity). The final chosen
network architecture is shown in Fig. 4 and has an input layer (180
nodes), one hidden layer (102 nodes), and the output layer (3 nodes).
This architecture was then trained once using all of the training sam-
ples, where the labelled test set of samples was used to provide the final
measure of ANN accuracy equal to 93%.

2.4.3. Detection algorithm
The final detection algorithm takes the binning scheme from Sec-

tion 2.4.1, the optimised weights and biases from Section 2.4.2, and
applies them to the entire unseen dataset of Saturn-DYNAMICO.

For this, the detection window is passed over each map sequentially
in one-degree increments for all latitude–longitude points (𝜙, 𝜆) across

a small range of aspect ratios and meridional diameters. From the
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Fig. 3. Validation cost (top) and validation accuracy (bottom) for architectures with 1, 2, and 3 hidden layers, with the optimal configuration highlighted in each. In each panel
the solid curve is the mean value, the dark shaded region is one standard deviation about the mean, and the light shaded region is the range.
manual study, it is clear that most vortices exhibit an aspect ratio,
𝐴𝑅 = 𝐷𝑥∕𝐷𝑦, of 1.4, so by fixing the aspect ratio and scanning a small
range of meridional diameters (𝐷𝑦 = 4◦ on the model grid), it is possible
to capture the vast majority (>95%) of vortices while substantially
reducing the computation time (in fact, size and aspect ratio makes
little difference to the ability of the ANN to detect a vortex). For each
instance, the contents of a window are evaluated by the network and
the region is given a probability according to how likely it is to not
contain a vortex or to contain a vortex of either sign. This process
generates a two-dimensional probability matrix, 𝑝(𝜙, 𝜆). The peaks in
this two-dimensional probability matrix of Class 1 or 2 correspond
to cases with a high likelihood of a positive vortex identification.
The configurations at these two-dimensional peaks can be found using
an assumed probability threshold, and the location and size of those
vortices are extracted to form the basis of the analysis of spatial,
temporal, and dynamical distributions (detailed in Section 3). The off-
centre ‘‘partial’’ detection that jittering offers, effectively increases the
range of detection probabilities, widening the probability peaks and
reducing the sensitivity of the output to the final selection threshold.

2.5. Dynamical detection - AMEDA

The dynamical approach utilises the Automated Eddy-Detection
Algorithm (AMEDA, Le Vu et al., 2018) that was developed for analy-
sis of terrestrial oceanic eddies. Since AMEDA processes directly the
dynamical fields (rather than pixel values) the vortex detection is
different to the human eye and the ANN, and occurs broadly in three
stages. First, it searches locally by passing a fixed window across the
global map to find maxima in angular momentum of either sign that
coincide with negative maxima in the Okubo–Weiss parameter, 𝑊 .
This corresponds to a location that has high angular momentum and is
rotation-dominated, respectively, indicating an eddy or vortex. Then it
identifies the largest closed streamline (contour of the streamfunction,
𝜓) around that point which represents the eddy boundary. Finally,
it evaluates the size of the feature with respect to a size-filtering
parameter to which vortex detection is highly sensitive and which must
be well-justified.
6 
Fig. 4. Schematic of the final neural network architecture. Each input node (grey)
represents a feature, i.e. a grid point in the windowed model fields. These are passed
to the hidden nodes (blue) then to the output nodes (red) which define the identity
of the contents of the window. Bias nodes have been omitted for clarity and arrows
represent the neural connections (weights not represented here).

Parametric testing was carried out on all input parameters and the
output was found to be slightly sensitive to two scanning parame-
ters but almost entirely sensitive to the size-filtering parameter. The
two scanning parameters specified the number of streamlines that are
scanned about the angular momentum maximum and the number of
points required along a 𝜓-contour to define a streamline. In both cases
we found that a higher or lower detection rate simply implied that it
was simply more or less difficult to identify streamlines in the vicinity
of the angular momentum maximum, rather than there actually being
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Fig. 5. AMEDA sensitivity analysis of the event in Fig. 1 showing the stages over
000 model days before, during, and after the eddy-burst. (a) Overall count of detected
ortices across range of Rossby layer thicknesses with no spatial filtering, (b) the same
ount with the spatial filtering applied to the eddy-burst, and (c) the corresponding
eridional profiles of Rossby deformation radius. All panels use the same legend.
lack dashed vertical lines in (a) and (b) represent the different stages of the event,
orresponding to Fig. 1. Thick line in (c) is the 6.5-km solution chosen for this study.

ore or fewer vortices found. So it is sufficient to fix these to the values
sed in Le Vu et al. (2018).

This size-filtering parameter AMEDA uses to isolate large-scale vor-
ices from the small-scale eddies is a tunable spatial scale governed
y the Rossby deformation radius, which is the typical scale of large-
cale waves arising from baroclinic instabilities and is the characteristic
patial scale at which an eddy may develop into a coherent vortical
tructure. This scale is not a clear transition, but more a consideration
or the approximate scales at which vortices are likely to form. The
iltering parameter is defined as the ratio of feature size in pixels to
he Rossby deformation radius. This is a reasonable, albeit ambigu-
us, condition for the rejection or retention of vorticity features. The
ossby scale is particularly difficult to estimate in the atmospheres of
as giants. However, the horizontal resolution of DYNAMICO enables
he resolution of eddy-driven instabilities in Saturn’s atmosphere, by
esolving the Rossby deformation radius on-line, so it is generally not
alculated during modelling. Thus, we estimate it through a sensitivity
est with AMEDA (reinforcing the observer-oriented focus of this work).

As a null hypothesis, we estimate the barotropic Rossby deforma-
ion radius, 𝐿𝑏𝑡 =

√

𝑔𝐷
𝑓 (Holton, 2004), where 𝑔 is the gravitational

acceleration, 𝑓 is the Coriolis parameter, and 𝐷 is the thickness of the
layer, equal to the distance between the model base and ‘‘cloud-top’’
reference level (∼82 km). This gives an upper estimate of 𝐿𝑏𝑡 ∼ 10 000
km in the middle latitudes. This is an order of magnitude larger than the
first baroclinic Rossby deformation radius, 𝐿 = 𝑁𝐻 (Holton, 2004),
𝑏𝑐 𝜋𝑓

7 
inferred from the Brunt–Väisälä frequency, 𝑁 , of Spiga et al. (2020)
at this reference level (𝐿𝑏𝑐 = 1333 km). Thus, the atmosphere between
the model base and the cloud top cannot be represented as a single
barotropic layer.

As a lower estimate, the barotropic Rossby deformation radius cal-
culated for an atmospheric layer with the thickness of one model
level is 𝐿𝑏𝑡 = 935 km, quite similar to the baroclinic value inferred
from Spiga et al. (2020). Therefore, if we treat this atmospheric layer
as being under baroclinic conditions for the purpose of obtaining a
meridional profile of Rossby deformation radius for testing, we may
model it simply using the barotropic equation for a suitably shallow
layer. By testing a range of these ‘‘equivalent layer’’ thicknesses we
obtain a range of Rossby deformation radius profiles and vary the size
of the vorticity features that pass through the filter and can assess how
sensitive the AMEDA outputs are to our Rossby scale assumptions.

Meridional profiles of Rossby deformation radius associated with
barotropic layers of varying thickness are used to determine the mag-
nitude of the filtering parameter as a function of latitude (Fig. 5). If the
feature’s size is equal to or larger than this scale it passes through the
filter. Before applying the spatial filter, AMEDA greatly over-samples
the vorticity field, selecting as many distinct maxima of angular mo-
mentum as possible, regardless of size. When applying the spatial
filtering, the thickest equivalent layers of 7.5–9.5 km (corresponding
to the largest Rossby scales) are unable to retain even the largest
vortices throughout the event. During the event from time step 11–25,
shallower equivalent layers of 0.5–6.5 km (corresponding to smaller
Rossby scales) detect all vorticity features whether they are eddies or
vortices. After the event beyond time step 25, equivalent layers in the
range of 4.5–6.5 km thick (corresponding to Rossby scales of 700–
1000 km in the middle latitudes) filter out most of the small-scale
eddies and leave most of the large-scale vortices.

This filtering is imperfect as it is possible to lose the smallest of
the coherent vortices. However, in the context of the manual and ANN
methods (see Section 3) these smallest vortices do not comprise a
significant portion of the vortices found in the model. Fig. 5 shows that
DYNAMICO does in fact capture the clear selection of spatial scales for
cyclogenesis that is expected from first principles.

Following the filtering step, AMEDA returns the location and spatial
bounds of each vortex, producing the spatial distributions discussed
in Section 3. Additionally, AMEDA automatically calculates the mean
radius of each vortex as a circle with the same area as one enclosed
by the closed streamline. From this, a mean velocity profile is derived
from the circulation along the closed streamline (Le Vu et al., 2018).
The peak of the mean velocity profile is reasonably assumed here to be
the vortex edge. The assumption of circularity is used here only for this
calculation as the actual shape is retained for the purposes of studying
the spatial structures. This step is intended as a way to explore the
internal dynamics of each vortex and the results are shown in Fig. 10
and discussed in Section 3.

3. Results

The distributions of location, size, shape, zonal winds, and vortex
intensity generated by these three methods are compared below, with
the total vortex count, annual count rate derived from the seasonal
average of counts, and mean aspect ratio summarised in Table 1.
Additionally, the AMEDA results are used to explore vortex dynamics
along vortex boundaries with the edge velocity profiles and interi-
ors with an inter-comparison of the three Okubo–Weiss parameters.
Finally, a short discussion of the planetary Burger number (defined
in Section 3.5) is proposed, discussing the great diversity of polar
regimes and configurations of polar vortices in the giant planets, and
implications for future study.
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Table 1
Summary of primary statistics of vortices in the GCM for each method. Columns show
the vortex sense as determined by the sign of the planetary-normalised relative vorticity,
𝜁∕𝑓 (positive for cyclones and negative for anticyclones), the total raw vortex counts,
and the annual count rate calculated from the seasonal average of raw vortex counts
over 7 model years. All counts are separated by vortex sense and hemisphere (NH and
SH for north and south hemispheres, respectively). Aspect ratios (AR) are expressed as
a global average, separated only by vortex sense.

Method Sense Total vortex count Count rate (year−1) Mean

(𝜁∕𝑓 ) Global NH SH Global NH SH AR

Manual
Both 141 63 78 20.14 9.00 11.14 –
+ve 82 33 49 11.71 4.71 7.00 1.44
−ve 59 30 29 8.43 4.29 4.14 1.13

ANN
Both 96 404 51 844 44 560 48.59 26.61 21.97 –
+ve 58 729 27 811 30 918 28.81 14.48 14.34 1.54
−ve 37 675 24 033 13 642 19.77 12.13 7.64 1.38

AMEDA
Both 552 273 279 17.73 9.54 8.19 –
+ve 321 131 190 10.19 4.93 5.26 1.47
−ve 231 142 89 7.54 4.61 2.93 0.98

3.1. Spatial and temporal distribution

All large-scale vortices in the Saturn-DYNAMICO model are clus-
tered in latitude and are present in regions of cyclonic and anticyclonic
shear in the zonal wind (as in Vasavada et al., 2006). They are found
exclusively beyond 60◦ latitude in each hemisphere at the highest-
latitude westward jets, with slightly more in the south (as in Trammell
et al., 2014). This strong correlation with the jet locations follows the
poleward migration of the jet structure that was reported in Spiga
et al. (2020), further confirmation that these vortices are reproducing
expected behaviours. Unlike the observed vortices of Trammell et al.
(2014, 2016), the model produces no large-scale vortices at latitudes
lower than this. This is likely because the criterion for barotropic
instability, a necessary but insufficient condition for generation of these
vortices (Spiga et al., 2020), does not change sign in the domain of
the low and mid latitudes. Even if they were produced, the spatial
resolution of the model (one half-degree grid cell at the equator spans
∼500 km), they would be difficult to detect with these methods since
the median size vortex would be 2–4 grid points (1000–2000 km
across), as discussed in Section 3.4. In contrast, low- and mid-latitude
vortices towards the larger end of the size distribution (>10 grid points)
would be easier to detect.

The manual method has lower temporal sampling than the auto-
mated methods so we express the vortex counts as a seasonal average
as also a way to partly control for repeated sampling of long-lived
vortices that span multiple model time steps in a given season. This
is a moderate sampling bias as we do not sample unique vortices,
but it is sufficient to build up a statistical view of the instantaneous
structure of vortices. The manual method is treated as a seasonal
average by experimental design (see Section 2.3), so the ANN and
AMEDA methods are averaged onto the same temporal grid by aver-
aging the vortex counts over multiple model time steps per season. The
raw vortex counts and annual count rates (derived from the seasonal
averages) are found in Table 1. The automated methods have a common
temporal sampling, so difference in counts between the two methods
directly reflects differences between the neural network and dynamical
approaches.

Comparing the seasonally-averaged vortex counts, the manual
method found 141 vortices in total, while the ANN and AMEDA
methods found 340 and 120, respectively. Fig. 6 shows the vortex
counts and locations as a function of time for each of the three methods.
While the methods return similar seasonally-averaged vortex count
over time, there are some differences that reflect the fundamental
differences between them. This is seen clearly in model year 14, in
which there was a particularly large eddy-burst event that left the south

polar region very disrupted with a disorganised structure of eddies d

8 
that progressively merged into fewer and larger vortices. During the
disrupted state, the human eye can reasonably distinguish near-circular
vortices from the smaller-scale eddies. However, AMEDA relies on the
clear detection of closed streamlines and has difficulty in resolving
anything other than the most dominant polar cyclone and anticyclone
for most of the outburst. Another notable difference is the 3–10 times
higher detection rate of the ANN method in model year 8.

With the benefit of the long time series of simulated model years,
there is a tentative seasonal variability in vortex count but not in spatial
distribution (the latter is in agreement with observations by Trammell
et al., 2014, 2016). We also see a lack of variability associated with
the long-term changes in atmospheric temperature, supporting the
conclusion of Trammell et al. (2016) that large-scale thermal structure
and circulation are not directly affected by the temporal variation of
vortices. However, there is an inter-annual shift from more northern
vortices earlier in the model to more southern vortices later, but this is
likely incidental, being a function more of the spontaneous eddy-burst
events than any long-term changes in atmospheric structure.

3.2. Size and shape distribution

The vortices generated in Saturn-DYNAMICO are generally much
larger than observed vortices. This is more likely due to a greater lati-
tudinal spacing between the modelled zonal jets than the characteristic
jets of the planet Saturn. This renders absolute estimates of vortex size
useful when comparing model parameterisations (and thus modelled
jet structures), but not particularly useful in direct comparison to
observations. However, the overall shape of the size distribution can
provide relative insights to those of the planet Saturn.

With all methods we see an order-of-magnitude correlation between
overall size and Rossby deformation radius, which is expected by Tram-
mell et al. (2016) and reinforced by the efficient eddy filtering in
AMEDA. Fig. 7 shows the distribution of mean vortex radius, �̄� =
1
2 (𝐷𝑥 + 𝐷𝑦), in units of Rossby deformation radius. With the manual
nd AMEDA methods we do not find any vortices below ∼1000 km
or 1 𝐿𝑏𝑡, the systematic assumption made to reject eddies below
his characteristic spatial scale). However, the manual method do not
ave this assumption, yet reproduce the same minimum vortex size as
MEDA and observations (Trammell et al., 2014, 2016), confirming the
tility of the filtering assumptions for AMEDA. Note that ANN-detected
ortices are often smaller than this threshold, suggesting an erroneous
etection of features smaller than the Rossby length scale.

Fig. 8 shows that in most cases the vortices peak towards smaller
alues at ∼ 5000–7000 km, and have a long tail extending to ∼15 000–
8 000 km in very low concentrations (≤1% of vortices). In the AMEDA
ase there is a sharp drop-off after 7000 km in both the zonal and
eridional directions. Since eddy filtering is performed with respect

o Rossby deformation radius, it is not clear there should be such
strong selection of absolute spatial scale in comparison to other
ethods. Vasavada et al. (2006) observe a wide range of sizes in regions

f cyclonic shear, but despite a few exceptionally-large cyclones, wide
istributions are seen in all regions independent of shear sense. The
aximum size of modelled vortices is greater than observations by
factor of two (Voyager/ISS, Rogers, 1995) and three (Cassini/ISS,

rammell et al., 2014, 2016). So while the model spatial resolution
t lower latitudes might preclude detection of the smallest vortices,
ortices of this larger size were simply not observed in the atmosphere
f Saturn, with the exclusive exception of the polar vortex as measured
y the Pic du Midi (7000–11 000 km, Sánchez-Lavega et al., 1993,
997).

Fig. 8 shows the distributions of zonal and meridional diameters,
rganised by aspect ratio and shape. Most vortices are circular or
onally-oblate across all methods (not surprising in the manual and
NN case since it is an explicit assumption), implying a greater propen-
ity for vortex growth in the zonal direction than the meridional

irection. The manual approach appears to show no clear differences
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Fig. 6. Time series of (a) seasonally-averaged vortex counts and (b–d) spatial distribution of vortices separated by vortex sense for the manual, ANN, and AMEDA methods,
espectively.
n shape between cyclones and anticyclones with a least-squares fit
hrough the entire distribution (in agreement with Trammell et al.,
016, but with more circular vortices overall). The expectation from
bservations should be more like the AMEDA result with anticyclones
eing more circular and with a narrower range of aspect ratios, and
yclones having a much wider range of aspect ratios and sometimes
eing very zonally oblate (e.g. anticyclonic white ovals compared to
yclonic brown barges, Rogers, 1995; Morales-Juberìas et al., 2002;
egarreta and Sánchez-Lavega, 2005; Rogers, 2007; Rogers et al., 2010;
rton et al., 2015; Fletcher et al., 2017a). Indeed this is exactly the
ase for the most common value of aspect ratio for all methods, seen
n Table 1.

.3. Vortex winds

Barotropic instability seems to be a necessary but not sufficient
ondition for cyclogenesis in DYNAMICO. This is because cyclogenesis
ccurs exclusively at the highest-latitude westward jets, where the
ayleigh–Kuo criterion for barotropic instability is frequently violated,
nd not seen at the barotropically-stable low and middle latitudes
here it is not violated (Spiga et al., 2020).

If we treat each vortex centre as instantaneously stationary with
espect to the mean flow, we can get an estimate of the zonal wind
t the vortex location which we can use as a proxy for drift rate.
ig. 9 shows that most vortices form very close to the average zonal-
ean zonal-wind profile for the entire DYNAMICO simulation with
small fraction being associated with high rates of prograde and

etrograde drift about the mean flow. Cyclones and anticyclones gen-
rally exhibit similar ranges of drift velocities throughout the model,
ut the largest drift rates are exhibited by the anticyclones. Future
nvestigations will use the extended functionality of AMEDA to track
9 
the short-term evolution of vortices as described in Le Vu et al. (2018),
including direct measurements of the drift rate and vortex interactions
(merging/splitting events).

Vortex generation and stability can be understood through the
mechanism of cyclogeostrophic adjustment during frontogenesis ac-
cording to Shakespeare (2016). In the idealised case, a straight, uniform
pressure gradient field can establish a straight front, a boundary that
separates air masses with differing characteristics (e.g. density, tem-
perature, pressure, or wind speed). The front is increasingly subject
to Coriolis acceleration as it increases in latitude, causing frontal cur-
vature through geostrophic adjustment. This curvature generates a
centripetal acceleration which acts to further increase curvature in pro-
portion to the ratio of centripetal and Coriolis acceleration, i.e., through
cyclogeostrophic adjustment. Frontal velocities become so high along
this increasingly curved front that eddy growth is strongly limited and
a distinct vortex may be established.

Stable fronts like those of the steady-state thermal field in the
Saturn-DYNAMICO GCM can suddenly be subject to rapid forcing from
the kind of quasi-periodic large-scale eddy-burst events that are ubiq-
uitous in the model (Spiga et al., 2020). This could reasonably result
in the latitudinal deviation required to cause geostrophic adjustment.
Then surrounding conditions, those which vary on the scale of sev-
eral model grid points (a few degrees in latitude or a few thousand
kilometres, comparable to the upper range of the terrestrial mesoscale,
200–1000 km) need only be sufficient to encourage further curvature
through centripetal acceleration and subsequent vortex stabilisation. So
it should be the surrounding conditions which determine the eventual
structure and dynamics of the GCM vortices.

Fig. 10a shows that all vortices found in the model are cyclostrophic
yet it is not clear how important geostrophic curvature is to the vortex

dynamics in DYNAMICO. According to Shakespeare (2016), if at least
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Fig. 7. Size distribution of vortices in the GCM for (a) manual, (b) ANN, and (c)
AMEDA methods. (Left) Rossby-normalised average size as a function of latitude as a
scatter separated by vortex sense, and (right) 2D joint probability density histogram
of number density, 𝑁 , with 1D histogram components bounding the relevant axis.
2D histogram data is normalised to the data range, such that 𝑁norm = 𝑁−𝑁min

𝑁max−𝑁min
, and

colour values are distributed logarithmically as log10(𝑁norm). Dashed line corresponds
to �̄�∕𝐿𝐷 = 1. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

one of the following conditions is true, the curved fronts (eddies or
vortices) can be considered to be in cyclogeostrophic balance: (i) frontal
velocity (analogous to vortex edge velocity, 𝑉𝑚𝑎𝑥) is high, (ii) radius
of curvature (radius at maximum velocity, 𝑅𝑚𝑎𝑥) is small, or (iii)
latitude, 𝜙 (or Coriolis parameter, 𝑓 ), is small. From Fig. 10b it can
be reasonably concluded that the former two conditions are satisfied,
even though the latter is clearly not, since all vortices are found beyond
60◦ of latitude (indeed, on a quickly-rotating body like Saturn, it is
difficult to have a small Coriolis parameter unless very close to the
equator). Therefore, we may represent the cyclogeostrophic curvature
as the ratio of the centripetal and Coriolis accelerations, the so-called
cyclogeostrophic Rossby number, 𝐶 = 𝑣∕𝑓𝑟, Mkhinini et al. (2014) and
Shakespeare (2016). Cyclogeostrophic curvature is important to the
dynamics if 𝐶 is non-negligible.

Fig. 10(c–f) shows that the cyclogeostrophic Rossby number, 𝐶, is
indeed non-negligible (<0.18) for the vortices, thus cyclogeostrophic
curvature is modifying the speeds by up to 18% with respect to the
geostrophic prediction. This is below the range found for jovian vortices
measured by Voyager/ISS and the Galileo instrument (Legarreta and
10 
Fig. 8. Shape distribution of vortices in the GCM for (a) manual, (b) ANN, and (c)
AMEDA methods. (Left) 1D histogram of aspect ratio and (centre) scatter of zonal and
meridional diameters separated by vortex sense, and (right) 2D joint probability density
histogram of number density (colour scale based on that of Fig. 7).

Sánchez-Lavega, 2005). However, it is similar to low- and mid-latitude
terrestrial oceanic eddies, which have observed 𝐶 values of 0.1–0.3
for the Gulf Stream meanders (Liu and Rossby, 1993), and 0.25 in
the equatorial Pacific (Flament et al., 1996; Holmes et al., 2014)
and the Kuroshio Extension in the northwestern Pacific (Niiler et al.,
2003). Here we also see that 𝐶 is moderately positively correlated
with 𝑉𝑚𝑎𝑥 (𝑟 = 0.854) and minimally with 𝜙 and 𝑓 (𝑟 = 0.441 and
0.410, respectively), and negligibly negatively correlated with 𝑅𝑚𝑎𝑥
(𝑟 = −0.263). Conversely, 𝐶 values close to zero indicate that curvature
is not important and the front is close to geostrophy, which is roughly
true for the slowest, lowest-latitude, and largest vortices observed here.

3.4. Vortex dynamics

Theory predicts that frontal curvature about a warm-core vortex
(terrestrial anticyclone) should act to increase velocities, and curva-
ture about a cold-core vortex (terrestrial cyclone) should decrease
velocities (Shakespeare, 2016). This is reversed for vortices in the
upper troposphere of gas giants due to the lack of a lower bound-
ary layer (e.g. like the terrestrial surface) inverting the energy dis-
sipation scheme (Ingersoll et al., 2021). Furthermore, higher frontal
velocities in opposite-sign vortices (vortex sense has opposite sign to
background shear) should act to make them less stable and more prone
to dissipation or instability during adjustment (Hoskins and Bretherton,
1972; Rudnick, 2001; Scherbina et al., 2013), reducing the number of
opposite-sign vortices produced in the model.

Fig. 11 shows the distribution of planetary-normalised relative vor-
ticity, 𝜁𝑟∕𝑓 , the ratio of the relative and planetary terms and a measure
which is always positive for cyclones and negative for anticyclones.

Since we do not observe warm-core cyclones with high frontal
velocities, it might be that they are forming in the Saturn-DYNAMICO
model but dissipating more quickly than their anticyclonic counter-
parts. If cyclones are generally more likely than anticyclones to be
dissipated when they are of opposite sign to the shear region, then
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Fig. 9. Local zonal wind and drift rates of vortices in the GCM for (a) manual, (b)
ANN, and (c) AMEDA methods. (Left) scatter of the zonal wind velocity at vortex
centre, (centre) 2D joint probability density histogram of number density (colour scale
based on that of Fig. 7), and (right) scatter of the relative velocity of the vortices with
respect to the mean flow. Scatters are separated by vortex sense.

cyclones should be generally less common in anticyclonic shear regions
than anticyclones are in cyclonic shear regions. Indeed, unlike the
observations of Vasavada et al. (2006) but similar the theoretical
predictions of Scherbina et al. (2013) (allowing for the inversion of
the momentum dissipation scheme above), the modelled vortices are
actually more common in cyclonic shear regions, despite the dominant
selection mechanism of anticyclones. This asymmetry is reflected in
Fig. 11 and is more pronounced in the north. The origin of this
hemispheric asymmetry is not clear, but is likely simply a result of the
sporadic eddy-bursts.

In the model, the dearth of anticyclones relative to cyclones (𝑛𝑎∕𝑛𝑐 ≈
0.7) seen in Table 1 and Figs. 11, 12, and 13 is in stark contrast to
the putative nature of the upper tropospheres of the gas giants which
are expected to have an anticyclonic bias. However, in the Saturn-
DYNAMICO model the cyclonic shear regions are simply much larger
11 
Fig. 10. Vortex dynamics in the polar regions as measured by AMEDA. Vortex edge
velocity as a function of vortex radius for all detected vortices (black points), (a)
with and (b) without the geostrophic balance condition assuming 𝑅𝑜 = 1 (black line).
Cyclogeostrophic Rossby number, 𝐶, as a function of (c) 𝑉𝑚𝑎𝑥, (d) 𝑅𝑚𝑎𝑥, (e) |𝜙|, and (f)
𝑓 , separated by latitude domain, and with linear fit and Pearson correlation coefficient.

than anticyclonic shear regions, so even with a symmetric dissipation,
same-sign selection implies that we might still expect more cyclones
overall. Essentially, if the zonal wind profile looked more like Saturn
the vortex distributions likely would as well.

We note here that the planetary-normalised vorticity of the ANN
method is an order-of-magnitude lower than the others. The dominance
of low vorticities can be explained by the prevalence of sub-Rossby
scale features, but it is unclear why we are missing the largest vor-
ticities, especially since all methods produce similar size distributions.

Since the AMEDA method reliably detects a large number of vor-
tices, with associated quantitative diagnostics, we use that dataset to
further explore the three Okubo–Weiss parameters. These three param-
eters provide a useful diagnostic for vortex dynamics that will be used
as a metric for future comparative studies (see Section 4). They are
calculated for all detected vortices and compared to the planetary state
overall (all polar grid cells within ±60–90◦ latitude). The probability
density histograms are displayed in Fig. 12 and combined in Fig. 13 to
give a more general view of rotation and deformation characteristics,
as a comparative metric to the terrestrial oceanic studies that inspired
this aspect of the analysis (Rudnick, 2001; Scherbina et al., 2013).

The vorticity distributions in Fig. 12a and d are that of 11c and
show the same northern symmetry of intensity and vortex sense and the
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Fig. 11. Distribution of vortex intensities in the GCM for (a) manual, (b) ANN, and
(c) AMEDA methods. (Left) scatter of the planetary-normalised relative vorticity at
vortex centre separated by vortex sense, (right) 2D joint probability density histogram
of number density (colour scale based on that of Fig. 7).

southern asymmetry with a higher number of cyclones and stronger an-
ticyclones. This means that weak vortices are more likely to be cyclonic,
moderately-strong vortices are more likely to be anticyclonic, and the
strongest vortices are always anticyclonic. A similar hemispheric trend
is seen in the divergence distribution with a slightly more pronounced
northern asymmetry and much smaller overall magnitudes compared
to vorticity and strain. The distribution of lateral strain rates adds to
this picture in the same way, showing that vortices in the south polar
region are generally a lot more dynamically diverse than those in the
north.

This kind of hemispheric asymmetry is difficult to observe on gas
giants without highly-resolved imaging and cloud-tracked wind mea-
surements of both polar regions. However, Siegelman et al. (2022a)
characterise the north polar region of Jupiter with Juno/JIRAM images
12 
Fig. 12. Distribution of Okubo–Weiss diagnostics. Histograms of planetary-normalised
vorticity, divergence, and lateral strain separated by hemisphere and normalised
to maximum counts for all vortices (a–f ) and all model grid cells (g–i). Coloured
histograms (g–i) show the parameters in the same latitude ranges as Fig. 10. (For
interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)

and show that vorticities within the circumpolar vortices can reach
magnitudes on the scale of the planetary vorticity (𝜁∕𝑓 ∼ 1). They
observed much smaller relative magnitudes of horizontal divergence,
𝛿 (Eq. (2)), similar to DYNAMICO, implying that these vortices are
dominated by two-dimensional turbulence at these spatial scales. Fu-
ture studies that explore the south polar region in the context of these
JIRAM images and this dynamical study will add much-needed context
to the study of vortex dynamics.

Joint probability density histograms in Fig. 13 show the relative
shapes of these distributions. Considering the lateral strain rate, 𝛼
(Eq. (3)), with respect to the vorticity gives an indication of whether
the vortex is in an eddy regime (𝛼 < |𝜁 |), a shear regime (𝛼 = |𝜁 |), or a
strain regime (𝛼 > |𝜁 |). For example, the peaks of the zonal jets are a
purely shear regime and are seen in the clustering of values around
the diagonal lines in Fig. 13e. Fig. 13c shows that smaller, weaker
vortices lie close to but below the shear regime, reflecting their short-
lived and transient nature, forming and dissipating quickly following a
large eddy-burst event. However, some small vortices are also strongly
rotation-dominated despite their weak vorticity, which is more true
for anticyclones than cyclones. Anything in between these lines in the
eddy-shear regime corresponds to a cyclogeostrophic front with varying
magnitudes of rotation.

Finally, we gather together all of the statistical parameters from this
work to summarise their relative differences between all cyclones and
anticyclones detected in the Saturn-DYNAMICO simulation. All distri-
butions are normalised so that they vary between 0 and 1. This removes
absolute differences between the parameters and instead emphasises
the relative distributions for cyclones and anticyclones. The multivari-
ate distributions in Fig. 14 reinforce the conclusion that cyclones are
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Fig. 13. Distribution of Okubo–Weiss diagnostics. 2D joint probability density histogram of number density (colour scale based on that of Fig. 7) constructed from the global
distributions of rotation and deformation terms in Fig. 12. The left group shows values for the vortices (a, c, d, g, h) and the right group shows values for all grid cells in the
polar regions (b, e, f, i, j). The black diagonal lines correspond to one-dimensional shear flow and the horizontal line |𝛼∕𝑓 | = 0 corresponds to solid-body rotation.
Fig. 14. Multivariate distributions of all statistical parameters for all vortices, separated by vortex sense. Zonal-mean zonal wind is omitted since that is unique to the GCM and is
not strictly a vortex characteristic. Each axis contains the absolute-normalised values such that each parameter varies between 0 and 1. Colour opacity reflects the number density
of vortices along each axis (more transparent colours means fewer vortices exhibit that value). The sequence of parameters is in no particular order. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
more spatially diverse (they exhibit a greater range of sizes and shapes)
and anticyclones are more dynamically diverse (they exhibit a greater
range of edge velocities, drift rates, Okubo–Weiss parameters), and they
provide a useful ‘‘fingerprint’’ for future comparative studies of vortex
statistics.

3.5. Polar regimes

The polar regions of the Saturn-DYNAMICO GCM exhibit a great
diversity of circumpolar jet and vortex configurations, at different times
resembling all of the giant planets in the Solar System. O’Neill et al.
(2015, 2016) comprehensively investigate the importance of moist con-
vection and energy dynamics in driving polar cyclones on gas giants.
Brueshaber et al. (2019) further explore the planetary Burger number,
𝐵𝑢 = (𝐿𝐷∕𝑎)2 (Read, 2011), as it relates the Rossby deformation radius
and corrected polar radius, 𝑎, to the structure of polar vortices as
observed on Jupiter, Saturn, Uranus, and Neptune. They found that
the value of the Burger number strongly determines the configuration
of polar vortices, with small values (1−1.7 × 10−4) corresponding to a
jovian configuration of multiple, small, and often circumpolar vortices,
with a transition region followed by a kronian regime (1.4×10−3) and a
general regime of the Ice Giants (1−7×10−2), both with a much stronger,
pole-centred, and stable cyclone.

Using the Rossby deformation radius inferred in Section 2.5 and
the mean planetary radius of Saturn, 𝑎 = 58 232 km, gives estimates
of Burger number of 1.9−2.3 × 10−4 beyond ±60◦. This is directly
comparable to the jovian regime identified by Brueshaber et al. (2019),
half that of the transition region, and one eighth that of the kronian
regime.
13 
Inspecting the polar regions of the GCM through the many cycles
of quiescence and disruption, it is clear that the Saturn-DYNAMICO
model actually exhibits all of the polar vortex configurations identified
by Brueshaber et al. (2019), despite the slowly-varying zonal flow
with time. However, using this formula the theory predicts that the
Burger number regimes of Brueshaber et al. (2019) greater than jovian
should not occur on Saturn at all, despite the clear variability in
Saturn-DYNAMICO vortex configurations. They show that the vortex
configuration is strongly determined by the Burger number, but we see
here that the configuration may in fact vary weakly with Burger regime
in the DYNAMICO GCM. From this work, their values of Burger number
seem too high, and those magnitudes do not allow for a commensurate
change in vortex configuration. We believe this points to key differ-
ences between the global resolution of eddy-to-mean interactions of
DYNAMICO, and the idealised polar simulations of Brueshaber et al.
(2019). In addition, perhaps the picture is more subtle or complex,
such that defining vortex configuration regimes by Burger number
incompletely captures the details of the relationship between the two.

4. Conclusions

Large-scale vortices in the Saturn-DYNAMICO GCM occur sponta-
neously in the model as a result of well-resolved eddy-to-mean interac-
tions. While the spatial, temporal, and dynamical trends are broadly
consistent with the historic record of vortices on the giant planets,
there are still important differences that are explainable and present the
opportunity for future exploration through modelling and comparison
to observations.



P.T. Donnelly et al. Icarus 425 (2025) 116302 
4.1. Strengths and limitations of the methods

The manual method has necessarily limited temporal sampling com-
pared to the automated methods, but seems to be as reliable as observa-
tional studies. However, despite the benefits of improved assumptions,
a direct sense of the vorticity field, and multiple modelled Saturn
years, the result still does not accord with the some expectations of
giant planet vortices (most importantly, the lack of a clear vortex-sense
asymmetry in vortex shape). This could come from multiple sources; a
statistical effect due to the small sample size, flawed input assumptions,
inherent uncertainty in human-visual detection, inherent differences
between the model and the planets, or other unknown sources (making
statistical conclusions difficult). Regardless, since there is a similar lack
of vortex-sense asymmetry in previous observational studies, we con-
clude that we must share the same limitations and biases as those stud-
ies. This method is best used with sparse planetary imaging datasets or
short model timescales, but is considered less robust than the dynamical
method in the latter case.

Since the neural network is trained with the results of the manual
method, it is necessarily constrained by the same assumptions, and
despite its highly non-linear pattern recognition it can only search for
things that look like manually-detected vortices. The benefit to this
approach is that the algorithm can be applied to the entire time series of
model outputs and can incorporate in its detection the thermal and dy-
namical fields simultaneously. During network optimisation, we found
that the optimal configuration is the one with the least complexity,
implying that the problem could be simpler than initially expected.
From the feature analysis, we found that temperature correlates the
most to the positive classification of a ‘‘vortex’’, so it may still be
possible to perform this kind of analysis only with that variable. This
has positive implications for future work which will include a deeper
exploration of the network configuration and detection algorithm in the
context of planetary imaging datasets and retrieved thermal fields. This
method is very useful if one has confidence in their manually-detected
vortices and wants to apply them as a training set to a larger time series
of similar data (observational data, retrievals, or model outputs).

The most glaring issue with the ANN method is that it massively
over-estimates the number of vortices with respect to the other two
methods. While many of the detected vortices were well-captured on
inspection, this method clearly detects many more vorticity features
that escaped the human eye and the dynamical constraints of AMEDA.
The architecture performs well with respect to performance metrics,
so it could be that the ANN vortices were simply weak enough to
fall within the visual uncertainties of the manual method (evident in
the ANN distribution of vortex intensity), or it was difficult to satisfy
the spatial or dynamical constraints of AMEDA for these vortices. We
emphasis that this neural network approach is a proof-of-concept and
despite this positive early implementation, there is still work to be done
in growing the training set and improving the architecture for vortex
detection.

Unlike the other two methods, the dynamical approach using
AMEDA is ‘‘intelligent’’ – it requires some physical assumptions but
applies physical equations directly with the dynamical fields to extract
the physical and dynamical properties of vortices. Developed for ter-
restrial oceanography, it robustly captures the centres and boundaries
of eddies and vortices, but is strongly sensitive to the assumptions of
Rossby deformation radius and struggles in strongly-disrupted regions.
Although this method cannot be used for imaging observations like
the others, it does have potential use with thermal retrievals and it
is excellent for analysing modelled dynamical fields of any temporal
cadence, can be used in global or regional applications, and can
be adapted for other planetary bodies. The Okubo–Weiss parameter
and the dynamical terms that comprise it have proven to be a very
helpful diagnostic tool in understanding and separating the dynamical
behaviour of cyclones and anticyclones in the model fields. Having

been applied to dynamical observations of terrestrial oceans and now
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the modelled Saturn atmosphere, there is a potential use case in giant
planets whose horizontal wind field is well-resolved (e.g. through high
resolution photometry and cloud-tracking).

Dynamical models like AMEDA show the great opportunity to gain
useful insights into atmospheric dynamics in cases when machine
learning techniques are not applicable. The machine learning model
described here (which is purely data-driven) is in fact a totally different
approach to AMEDA. Sophisticated approaches are emerging that com-
bine the benefits of equation-driven models with the computational and
statistical benefits of machine learning, so called Physics-Informed Neu-
ral Networks (PINNs Raissi et al., 2019; Bihlo and Popovych, 2022; Li
et al., 2023; Sharma et al., 2023; Kumar et al., 2024; Verma et al., 2024;
Zhou et al., 2024), for atmospheric modelling across many sectors.
Future operational monitoring of planetary atmospheres could benefit
greatly from such an inter-disciplinary application of these techniques.

Importantly, each method presented here does sometimes give
slightly different answers, and occasionally there are large discrepan-
cies that are still unexplained. Sometimes there are features that the
eye quite easily determines to be a vortex, but AMEDA does not strictly
find a closed streamline about a point of maximum angular momentum
that also passes the Rossby-scale filter. Other times AMEDA might quite
easily find many features that satisfy this condition, but that the human
eye would not readily classify as vortex, if indeed it is perceived at all
with the given map contrast. Each method has particular use cases and
should be chosen according to the specific requirements of the analysis.

4.2. Agreement with observations

All methods broadly reproduce the observed vortex distributions
of previous studies. We do not find any long term variability with
seasonal changes in solar insolation or mean atmospheric temperature.
Vortices only form at the highest latitude westward jets, where the
barotropic instability criterion is frequently violated, suggesting that
barotropic instability is a necessary condition for cyclogenesis. There
is an overall trend towards smaller and more circular vortices, with a
meridional correlation with the Rossby deformation radius, implying
mutual geostrophic adjustment of eddy fronts and vortex boundaries.

By comparing spatial structure and internal dynamics we confirm
that the largest vortices are more rotation-dominated than smaller vor-
tices, allowing them to be more long-lived and stable (and indeed these
vortices are present in all model epochs independent of eddy-burst
events). Cyclones are more spatially diverse, often being quite zonally-
oblate (like the dark cyclonic circulations observed in the atmospheres
of Jupiter and Saturn) while anticyclones are almost always circular
(like the bright white spots on Jupiter and Saturn). Anticyclones are far
more dynamically diverse, exhibiting greater ranges and magnitudes
of edge velocity, vorticity, divergence, and lateral strain, and lying
further from the pure shear regime than comparably large cyclones.
Anticyclones are the strongest vortices in the model and cyclones are
never more than half as intense as the strongest anticyclone, potentially
reflecting the fundamental dynamical asymmetry in sign-selection.

4.3. Disagreement with observations

The most important differences between the modelled and observed
vortices are in the distributions of vortex location and concentration,
size, and intensity. Nearby zonal wind conditions seem to be the main
driver of vortical structures in the GCM. The magnitudes of zonal wind
affect the internal and edge dynamics of the vortices, and the shape of
the zonal wind profile affects their formation rate and size.

The non-detection of vortices below ±60◦ latitude could reflect the
decreased spatial resolution of the model at low and mid latitudes,
but is more likely to be due to the perennial barotropic stability of
the flow at these latitudes. Larger zonal jet spacing results in larger
shear zones which can produce vortices that are much larger than in

observations (even if the overall size trends are similar). In addition,
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even with the inherent asymmetric sign selection, a cyclonic bias in
concentration remains due to the cyclonic shear zones in the model
being simply larger than anticyclonic shear zones. A more realistic
jet structure (smaller jet spacing, more jets, less barotropic stability)
would likely produce vortices that resemble more closely observations.
Finally, the model lacks moist convection which can modify vortices
in terms of spatial structure and dynamical behaviour (O’Neill et al.,
2015), but also their very formation (because we showed that jet
structure influence vortices).

4.4. Future work

The DYNAMICO model often exhibits features and characteristics of
all the giant planets at different times. This could point to fundamental
differences in dynamical regimes in the atmospheres of the giant plan-
ets. A particularly interesting experiment will be to investigate how
the planetary Burger number of Brueshaber et al. (2019) correlates
to the configuration of the polar vortices as a function of time. The
potential implications are that the giant planets themselves may go
through their own periods of variability in Burger number and polar
vortex configuration, and the DYNAMICO GCM will be valuable tool to
further explore this connection.

A quantitative exploration of vortex lifetime and merging/splitting
events may provide useful insights into the relationship between the
dynamics of the mean flow and the development cycle of large-scale
vortices, particularly associated with large-scale eddy-burst events.
Identifying the important dynamical drivers of vortex generation and
dissipation on the synoptic scale in comparison to observations would
reveal the dynamical mechanisms that are well-captured in the model
and could highlight areas of further study of GCM vortices.

The conclusions of Boissinot et al. (2024) suggest that moist con-
vection is required to produce a more realistic jet structure and O’Neill
et al. (2015) suggest the release of latent heat during moist convection
is crucial for accurately representing cyclogenesis. When combined
with the conclusions of this work, we raise the question of whether
moist convection is required directly to produce more realistic vortices.
We speculate here that these vortex distributions may be only indirectly
linked to GCM configuration (moist convection, model depth, vertical
resolution), such that vortex distributions will be simply as realistic
as the zonal jet structure. These methodologies can be applied to
the simulations of Boissinot et al. (2024) that include the resolution
of moist convection on an extended vertical grid in multiple moist
convection schemes (and their associated zonal jet structures).
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