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Pore-clogging by aggregation of fine particles is one of the key mechanisms in particulate transport 
in porous media. In this work, the unresolved-resolved four-way coupling CFD-DEM (Computa-
tional Fluid Dynamics - Discrete Element Method) proposed in Part 1 is coupled with colloidal 
forces (long-range interactions) to model the transport of charged particles and retention by ag-
gregation at the pore-scale. The model includes hydro-mechanical interactions (e.g. collision, drag, 
buoyancy, gravity) and electrochemical interactions (e.g. Van der Waals attraction, electrostatic 
double layer repulsion) between the particles, the fluid, and the porous formation. An adhesive 
contact force based on the Johnson-Kendall-Roberts theory allows for realistic particle adhesion 
on the walls. The model robustness is verified using reference semi-analytical solutions of the par-
ticle dynamics including long-range interactions. Finally, our CFD-DEM for particulate transport 
including DLVO and JKR adhesive contact forces is used to investigate the effect of fluid salinity 
on pore-clogging and permeability reduction. Importantly and unlike other approaches, our CFD-
DEM model is not constrained by the size of the particle relative to the cell size. Our pore-scale 
model offers new possibilities to explore the impact of various parameters including particle size 
distribution, particle concentration, flow rates, and pore geometry structure on the particulate 
transport and retention in porous media.

1. Introduction

The transport of fine particles and colloids in porous media eventually reduces permeability due to particle deposition and pore-
clogging. In most industrial processes involving particulate flow in porous media, clogging is synonymous with a drop in process 
efficiency and operating times [1–5]. Previous studies have identified three main mechanisms involved in particle clogging: (i)
sieving, (ii) bridging, and (iii) aggregation of particles [6,7]. Sieving refers to size exclusion, and bridging refers to arch formation 
(bridge-like structures of particles). Both mechanisms depend mainly on hydromechanical interactions and their modeling has been 
discussed in Part 1 of this two-part paper [8]. Aggregation of particles, on the other hand, relies on electrochemical long-range 
interactions (repulsive or attractive) between the porous matrix surfaces, the particles, and the carrier fluids. Aggregation of particles 
refers to the successive deposition of particles which reduces the effective pore diameters until clogging [9–11]. In the two last decades, 
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Table 1

Features of the resolved, semi-resolved [54], unresolved and unresolved-resolved CFD–DEM. DNS = Direct Numerical Simulation, FVM = Finite Volume Method.

Resolved 
CFD-DEM

Semi-resolved 
CFD-DEM

Unresolved 
CFD-DEM

Unresolved-resolved 
CFD-DEM

Particle surface Resolved Not resolved Not resolved Resolved for Δ𝑥∕𝐷𝑝 ≤ 1 and 
unresolved for Δ𝑥∕𝐷𝑝 > 1

Particle-fluid force Particle-resolved DNS Drag force model Drag force model Combined particle-resolved DNS 
and drag force model

Background velocity Fluid velocities resolved 
in FVM cells

Fluid velocities resolved 
in neighboring FVM cells

Fluid velocities in the 
local FVM cell only

Fluid velocities calculated in FVM 
cells around resolved particles and 
in local FVM cells for unresolved 
particles

Cell to particle ratio Δ𝑥∕𝐷𝑝 <
1
10

≃ 1 > 3 No restriction

laboratory experiments (e.g. Bigna et al. [12], Oyeneyin et al. [13], Agbangla et al. [14], Ahfir et al. [15], Fetzer et al. [16], Jung 
et al. [17], Delouche et al. [18]) and numerical simulations (e.g. Ryan and Elimelech [19], Sefrioui et al. [20], Samari-Kermani 
et al. [21], Ramezanpour et al. [22], Li et al. [23]) have been made at the core-scale and pore-scale to investigate the migration of 
fine particles and colloids, and look at their impact on clogging in porous media. However, an efficient pore-scale model that captures 
sieving, bridging, and aggregation for various flow and water chemistry conditions is still missing.

Pore-scale studies are key to investigate clogging phenomena in which fluid-solid interface plays a major role. Indeed, at this scale, 
the porous media geometry is known, which enables an accurate description of fluid-solid interactions. Several methods are used to 
simulate particulate flow at the pore-scale using Navier-Stokes-based approaches. For example, the Euler-Euler approach models the 
cloud of particles as a continuum phase behaving as a non-miscible fluid with the carrier fluid [24,25]. In this approach, however, 
fluid-particle, particle-wall, and particle-particle interactions are not resolved but modeled using constitutive laws. Computational 
Fluid Dynamics-Discrete Element Method (CFD-DEM) [26,27] belongs to the Eulerian-Lagrangian family in which particles are seen 
as a Lagrangian discrete phase transported by fluids described by Navier-Stokes equations solved on an Eulerian grid [28,29]. A 
review of the different Euler-Lagrange methods including Lattice-Boltzmann-Method-DEM and Smooth Particle Hydrodynamics is 
found in Part 1.

Four-way CFD-DEM coupling accounts for the feedback of particles on the flow as well as particle-particle and particle-wall in-
teractions. This enables the simulation of dense suspensions and overcomes a standard limitation due to the assumption of diluted 
suspension. If CFD-DEM simulations can capture both sieving and bridging mechanisms [30–33], standard resolved (i.e. particles 
larger than the size of the cells) and unresolved (i.e. particles smaller than the size of the cells) coupling approaches are limited for 
aggregation due to particle size relative to computational cells size [34,35]. Indeed, on the one hand, unresolved approaches miscap-
ture the flow dynamics around the particles that guide their aggregation or remobilization. On the other hand, resolved approaches 
are computationally intensive with the increase of particle number. The unresolved-resolved CFD-DEM approach introduced in Part 
1 [8] combined with an efficient cell search strategy overcomes these limitations and allows for simulations with a larger number 
of particles whose size is independent of the CFD grid refinement (see Table 1). Modeling colloidal transport leading to clogging by 
aggregation in porous media, however, requires additional forces and appropriate treatment of the colloid adhesion [36] that are not 
included in the unresolved-resolved approach.

Colloidal forces arise if particles are microns and submicrometer in size and electrochemical interactions become dominant [37]. 
These forces are due to long-range interactions whose influence applies from 0.1 𝜇𝑚 down to nearly surface-to-surface contact. They 
are classically described using the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory [38,39] that combines London-Van der Waals 
attraction and electrical double-layer (EDL) repulsion. DLVO forces are very sensitive to salinity and pH due to electrostatic forces 
depending on the surface electrical potential commonly assumed to be similar to the zeta potential [40]. Crystal structure and related 
electrochemical reactions at the surface of the particle in contact with water are responsible for the dependency of surface electrical 
potential on water chemistry [41].

DLVO forces are implemented in CFD-DEM by modifying the Lagrangian force balance [42,21]. Because the DLVO theory is based 
on the direct collision hypothesis, the force and torque caused by collisions are missing. Therefore when the separation distance 
between the particles approaches zero, there is a numerical singularity problem due to the infinitely attractive DLVO potential. This 
is a major concern for modeling pore-clogging by aggregation of particles because adhesive contact is not handled properly which 
leads to unphysical particle-particle and particle-wall interpenetrations. To circumvent this issue, Abbasfard et al. [43] introduces 
a cut-off distance between the surfaces below which DLVO forces vanish. The selection of an adequate cut-off length is challenging 
because it is system-dependent, and the particle displacement between time steps should be less than the cut-off distance to avoid 
numerical errors [44]. Another approach uses the Born repulsion – a highly repulsive short-range force – introduced by Ruckenstein 
and Prieve [45] to avoid the interpenetration of particle-particle and particle-wall [46–48]. Parametrization of the Born repulsion 
force requires the precise knowledge of the system’s atomic collision diameter (the finite intermolecular separation distance at which 
the Lennard-Jones potential associated with Van der Waals interactions are equal to zero). Moreover, the Born repulsion force becomes 
dominant if the separation distance is less than 1 𝑛𝑚 [49]. With such an approach, however, small enough time steps are required 
to capture particle displacement under 1 𝑛𝑚 of separation distance to avoid highly non-physical repulsion of the particles in contact. 
2

Alternatively, the Johnson-Kendall-Roberts (JKR) theory is a physically-rooted adhesion contact model known to accurately predict 
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the contact area [50]. JKR theory considers the interaction between surface energy on particles and the material surface. It does not 
rely on fitting parameters. It has been used already in some Euler-Lagrange approaches combined with DLVO theory for simulating 
fine migration [51–53], but not in the context of resolved and unresolved coupling approaches, which is the main purpose of this 
paper.

In this work, we implement an unresolved-resolved four-way coupling CFD-DEM combined with DLVO and the adhesive JKR 
contact forces to achieve pore-scale simulations of particulate flow through porous media including particle migration, deposition, and 
retention for various salinity conditions. The paper is organized as follows. In section 2, we introduce the governing equations of the 
four-way coupling CFD-DEM including a description of the DLVO forces and adhesive contact force and torque applied on particles. 
In section 3, we show the consistency and accuracy of the numerical implementation of the DLVO forces on colloid dynamics. In 
section 4, we apply our new modeling technique to the pore-scale simulation of particle-clogging by aggregation in a porous medium. 
Finally (section 5), we end with a summary and concluding remarks.

2. Computational model

In this section, we present the implementation of DLVO interactions within the unresolved-resolved four-way coupling CFD-DEM 
proposed in Maya et al. [8]. First, we briefly describe the CFD approach to model fluid flow (Section 2.1). Then, we describe our 
DEM approach including long-range interaction forces to simulate the displacement of colloidal particles (Section 2.2).

2.1. Fluid motion in the CFD Eulerian grid

Fluid flow in a fixed grid is modeled by solving incompressible Volume-Averaged Navier-Stokes (VANS) equations [55,56]. In this 
approach, the particle presence on the computational grid is described by a porosity field, 𝜖, defined as,

𝜖 =
⎧⎪⎨⎪⎩
1, if the cell is occupied by fluids only,

]0,1[, if the cell contains a fluid-solid aggregate or a fluid-solid interface,

0, if the cell is occupied by solids only.

(1)

The mass balance equation for the fluid phase reads,

𝜕(𝜖𝜌𝑓 )
𝜕𝑡

+∇.(𝜖𝜌𝑓v𝑓 ) = 0, (2)

where 𝜌𝑓 is the fluid density, and v𝑓 is the cell-averaged fluid velocity.
The fluid momentum balance equation is:

𝜕(𝜖𝜌𝑓v𝑓 )
𝜕𝑡

+∇.(𝜖𝜌𝑓v𝑓v𝑓 ) = −𝜖∇𝑝+ 𝜖𝜌𝑓g + 𝜖∇.(𝜇𝑓 (∇v𝑓 + (∇v𝑓 )⊺) − 𝜖2𝜇𝑓 (v𝑓 − v
𝑝)∕𝐾, (3)

where 𝑝 is the fluid pressure, 𝜇𝑓 is the fluid dynamic viscosity, g is the gravitational acceleration, and v𝑝 is the averaged particle 
velocity on the Eulerian grid, and 𝐾 is the cell-permeability. The last term of the right-hand side of Eq. (3) corresponds to the flow 
resistance due to the presence of particles within a computational cell. The description of this term whether the particle is larger 
(resolved) or smaller (unresolved) than the cell size is found in Part 1 [8].

2.2. Particle motion including colloidal interactions

The motion of a cloud of particles is solved in a Lagrangian frame using a four-way coupling Discrete Element Method (DEM) that 
accounts for fluid-particle, particle-particle, and particle-wall interactions. The total velocity, v𝑝

𝑖
, of particle 𝑖 reads,

v
𝑝
𝑖
= U

𝑝
𝑖
+𝝎𝑖 × r𝑖, (4)

where U𝑝
𝑖
, 𝝎𝑖, and r𝑖 are the translational, the angular velocity, and the position vector of particle 𝑖, respectively.

A spherical particle 𝑖 of mass 𝑚𝑖, and moment of inertia 𝐼𝑖 is in contact with 𝑛𝑐
𝑖

other particles and walls. Because electrochemical 
forces are long-range interaction forces, they apply to 𝑛𝑛𝑐

𝑖
objects (particles and walls) that are not necessarily in contact with particle 

𝑖 but in its close neighborhood. The force balance equation reads,

𝑚𝑖
𝑑U
𝑝
𝑖

𝑑𝑡
=
𝑛𝑐
𝑖∑
𝑗

F𝑐𝑖𝑗 +
𝑛𝑛𝑐
𝑖∑
𝑗

F𝑛𝑐𝑖𝑗 + F
𝑓
𝑖
+ F

𝑔
𝑖
, (5)

and,

𝐼
𝑑𝝎𝑖 =

𝑛𝑐
𝑖∑

M𝑐 +
𝑛𝑛𝑐
𝑖∑

M𝑎𝑑ℎ + M
ℎ𝑦𝑑
, (6)
3

𝑖 𝑑𝑡
𝑗

𝑖𝑗
𝑗

𝑖𝑗 𝑖
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Fig. 1. The range of interaction of a particle (in green) is determined by a kernel (in purple) centered on the particle centroid and whose radius is equal to the particle 
diameter. The particles (in red) overlapping cells within this orbit are eligible for collision and long-range interactions. (For interpretation of the colors in the figure(s), 
the reader is referred to the web version of this article.)

where M𝑐
𝑖𝑗

, Mℎ𝑦𝑑
𝑖

, F𝑓
𝑖

, F𝑔
𝑖

and F𝑐
𝑖𝑗

, are the contact torque, the hydrodynamic torque, the particle-fluid interaction force, the gravitational 
force, and the contact force acting on particle 𝑖 at time 𝑡, respectively. These forces and torques are thoroughly described in Part 
1 [8]. Long-range interaction forces are considered through F𝑛𝑐

𝑖𝑗
, the non-contact forces, and M𝑎𝑑ℎ

𝑖𝑗
, the adhesive torque acting on 

particle 𝑖 in interaction with 𝑗 = 1, 2, ..., 𝑛𝑛𝑐
𝑖

objects (particles and walls) at time 𝑡, respectively. To reduce the computational costs, we 
consider that only the objects 𝑗 (particles and walls) within a kernel centered on the centroid of particle 𝑖 and with a radius equal to 
the particle diameter are candidates for particle-particle and particle-wall interactions. If an object 𝑗 covers a cell that is overlapping 
with that radius (see Fig. 1), the object 𝑗 is added to the interaction list of particle 𝑖, and long-range interaction forces are applied 
until they collide with each other or move away.

For particulate flow in a charged solution, adsorption of high concentrations of ions and water molecules at the particle surfaces 
creates a viscous thin layer known as the Stern layer (see Fig. 2a), where the ion concentration gradient is constant [41]. Therefore, the 
long-range interactions behave differently whether they occur inside or outside the Stern layer. The non-contact forces are, therefore, 
defined as,

F𝑛𝑐𝑖𝑗 =

{
F𝐷𝐿𝑉 𝑂
𝑖𝑗

, if the interactions take place outside the Stern layer,

F𝐽𝐾𝑅
𝑖𝑗
, if the interactions take place within the Stern layer,

(7)

where F𝐷𝐿𝑉 𝑂
𝑖𝑗

and F𝐽𝐾𝑅
𝑖𝑗

are the DLVO forces and the adhesive JKR force, respectively. These forces and torque are described in the 
following sections.

2.2.1. Long-range interactions

The long-range interactions outside the Stern layer are modeled using the well-established DLVO theory that consists of a combi-
nation of an attractive and a repulsive force (see Fig. 2b). The first, known as the London-Van der Waals attraction force, is caused by 
correlations in the fluctuating polarizations of the electron clouds around nearby atoms and molecules. This force is usually described 
as a combination of the London dispersion force between instantaneously induced dipoles, the Debye force between permanent 
dipoles and induced dipoles, and the Keesom force between permanent molecular dipoles whose rotational orientations are dynam-
ically averaged over time [57]. The second, referred to as the electrostatic repulsion force, is related to the interactions between 
charged surfaces with the generation of a repulsive EDL (when the surface charges of the two interacting surfaces have the same sign) 
composed typically of a diffuse layer and a Stern layer (see Fig. 2a). The diffusive layer – also called the Gouy-Chapman layer – is 
the region where the ions are distributed under the action of electrical forces and thermal motions [58]. The electrostatic repulsion 
force occurs between charged objects across liquids and its strength increases with the magnitude of the electrical surface potential 
commonly considered to be equal to the zeta potential (the electrical potential located at the shear or slipping plane [59].).

DLVO forces applied on particle 𝑖 derive from the Van der Waals and electrostatic potentials,

F𝐷𝐿𝑉 𝑂𝑖𝑗 = − 𝑑

𝑑ℎ𝑖𝑗

(
𝑉 𝑉 𝐷𝑊𝑖𝑗 + 𝑉 𝐸𝐷𝐿𝑖𝑗

)
n𝑖𝑗 , (8)

where ℎ𝑖𝑗 is the smallest surface-to-surface separation distance, n𝑖𝑗 is the unit vector normal to object 𝑗 surface and pointing to 
particle 𝑖 centroid. Particle-particle and particle-wall potentials have different formulations denoted with the superscript “𝑝𝑝” and 
4

“𝑝𝑤” in the following.
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Fig. 2. (a) Illustration of the electrical double layer (EDL) around a negatively charged particle immersed in a 1:1 electrolyte like NaCl containing Na+ and Cl− .ions.
(b) Typical profile of DLVO potential.

The Van der Waals attraction potential between two spherical particles with smooth surfaces was approximated in 1937 by 
Hamaker [60], using London equation for the dispersion interaction energy between atoms/molecules as the starting point [61]. It 
reads,

𝑉
𝑉 𝐷𝑊𝑝𝑝
𝑖𝑗

= −
𝐴𝑖𝐿𝑗

6

⎛⎜⎜⎝
2𝑅𝑖𝑅𝑗

𝑑2
𝑖𝑗
−
(
𝑅𝑖 +𝑅𝑗

)2 +
2𝑅𝑖𝑅𝑗

𝑑2
𝑖𝑗
−
(
𝑅𝑖 −𝑅𝑗

)2 + ln
⎛⎜⎜⎝
𝑑2
𝑖𝑗
−
(
𝑅𝑖 +𝑅𝑗

)2
𝑑2
𝑖𝑗
−
(
𝑅𝑖 −𝑅𝑗

)2 ⎞⎟⎟⎠
⎞⎟⎟⎠ , (9)

where 𝐴𝑖𝐿𝑗 is the Hamaker constant of the particle 𝑖, the particle 𝑗, and the liquid medium 𝐿, expressed as 𝐴𝑖𝐿𝑗 =𝐴𝑖𝑗 +𝐴𝐿𝐿 −𝐴𝑖𝐿 −
𝐴𝑗𝐿. 𝑑𝑖𝑗 = ℎ𝑖𝑗 +𝑅𝑖+𝑅𝑗 is the center-to-center separation distance between particles, 𝑅𝑖 and 𝑅𝑗 are the radius of particle 𝑖 and particle 
𝑗, respectively. If the spheres are very close to each other, ℎ𝑖𝑗 ≪ 𝑅𝑖, 𝑅𝑗 , and using the equivalent radius, 𝑟𝑖𝑗 = 𝑅𝑖𝑅𝑗∕(𝑅𝑖 +𝑅𝑗 ), the 
attraction potential becomes,

𝑉
𝑉 𝐷𝑊𝑝𝑝
𝑖𝑗

= −
𝐴𝑖𝐿𝑗 𝑟𝑖𝑗

6ℎ𝑖𝑗
. (10)

The electrostatic repulsion potential between two spherical charged particles dispersed in a solvent is calculated by [39],

𝑉
𝐸𝐷𝐿𝑝𝑝
𝑖𝑗

= 64𝜋𝜖0𝜖𝑟𝑟𝑖𝑗
(
𝑘𝐵𝑇

𝑍𝑒

)2
tanh

(
𝑍𝑒𝜓𝑖

4𝑘𝐵𝑇

)
tanh

(
𝑍𝑒𝜓𝑗

4𝑘𝐵𝑇

)
𝑒−𝜅ℎ𝑖𝑗 , (11)

where 𝜖0𝜖𝑟 is the dielectric constant of the solvent, 𝜓𝑖 is the surface potential of the particle 𝑖, 𝜅−1 =
√

𝜖0𝜖𝑟𝑘𝐵𝑇
2×103𝑁𝐴𝑒2𝐼𝑆

is the Debye 

screening length corresponding to the EDL thickness for a given electrolyte, 𝑘𝐵 is the Boltzmann’s constant, 𝑇 is the absolute tem-
perature, 𝑍 is the valence of the electrolyte, 𝑒 is the charge of the electron, 𝑁𝐴 is the Avogadro’s number, and 𝐼𝑆 is the electrolyte 
ionic strength. Eq. (11) is based on the constant surface potential approximation (no ion adsorption or condensation on the surface), 
with the surface potential taken as the potential at the slipping plane. In this paper, we consider particles of identical material, which 
leads to 𝜓𝑖 = 𝜓𝑗 = 𝜓 . Therefore, the electrostatic potential becomes,

𝑉
𝐸𝐷𝐿𝑝𝑝
𝑖𝑗

= 64𝜋𝜖0𝜖𝑟𝑟𝑖𝑗
(
𝑘𝐵𝑇

𝑍𝑒

)2
tanh

(
𝑍𝑒𝜓

4𝑘𝐵𝑇

)2
𝑒−𝜅ℎ𝑖𝑗 . (12)

Finally, the particle-particle DLVO force reads,

F
𝐷𝐿𝑉 𝑂𝑝𝑝
𝑖𝑗

=

(
−
𝐴𝑖𝐿𝑗 𝑟𝑖𝑗

6ℎ2
𝑖𝑗

+ 64𝜋𝜖0𝜖𝑟𝑟𝑖𝑗𝜅
(
𝑘𝐵𝑇

𝑍𝑒

)2
tanh

(
𝑍𝑒𝜓

4𝑘𝐵𝑇

)2
𝑒−𝜅ℎ𝑖𝑗

)
n𝑖𝑗 . (13)

To model the long-range interactions between a sphere (𝑅𝑖, 𝜓𝑖) and a wall (𝑅𝑗 →∞, 𝜓𝑗 ), we use the retarded London-Van der 
5

Waals attraction potential [62] and the electrostatic repulsion potential proposed by Hogg et al. [63]. The attraction potential reads,
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𝑉
𝑉 𝐷𝑊𝑝𝑤
𝑖𝑗

= −
𝐴𝑖𝐿𝑗𝑅𝑖

6ℎ𝑖𝑗
(
1 + 14 ℎ𝑖𝑗

𝜆

) , (14)

where 𝜆 is the characteristic wavelength of the interaction (retardation length assumed to be around 100 𝑛𝑚). The retarded London-
Van der Waals potential is an adequate approximation for separation distance, ℎ𝑖𝑗 , up to 𝑅𝑖∕5 [64].

The particle-wall electrostatic repulsion potential based on constant surface potential approximation is,

𝑉
𝐸𝐷𝐿𝑝𝑤
𝑖𝑗

= 𝜋𝜖0𝜖𝑟𝑅𝑖
(
𝜓2
𝑖 +𝜓

2
𝑗

)(
2𝜓𝑖𝜓𝑗
𝜓2
𝑖
+𝜓2

𝑗

ln
(
1 + 𝑒−𝜅ℎ𝑖𝑗

1 − 𝑒−𝜅ℎ𝑖𝑗

)
+ ln

(
1 − 𝑒−2𝜅ℎ𝑖𝑗

))
. (15)

Finally, the DLVO force for particle-wall interactions is,

F
𝐷𝐿𝑉 𝑂𝑝𝑤
𝑖𝑗

=
⎛⎜⎜⎜⎝−
𝐴𝑖𝐿𝑗 𝑅𝑖

(
1 + 28 ℎ𝑖𝑗

𝜆

)
6ℎ2
𝑖𝑗

(
1 + 14 ℎ𝑖𝑗

𝜆

)2 + 2𝜋𝜖0𝜖𝑟𝑅𝑖𝜅
⎛⎜⎜⎜⎝
2𝜓𝑖𝜓𝑗𝑒−𝜅ℎ𝑖𝑗 −

(
𝜓2
𝑖
+𝜓2

𝑗

)
𝑒−2𝜅ℎ𝑖𝑗

1 − 𝑒−2𝜅ℎ𝑖𝑗

⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠n𝑖𝑗 . (16)

2.2.2. Adhesive force

DLVO potential has an infinite primary well due to the Van der Waals contribution if the distance between two particle surfaces 
approaches zero (see Fig. 2b). In CFD-DEM, this results in a large inter-penetration of the particles that is unphysical and unrealistic. 
To avoid the latter and describe accurately adhesive particle contacts, we modified the Hertzian contact [65,26] by adding an elastic 
solid-body behavior based on the Johnson-Kendall-Roberts (JKR) theory [50]. This was achieved by modifying the normal overlapping 
distance |𝜹𝑛| of the spring-slider-dashpot model described in Part 1 [8].

In the JKR theory, a sphere in contact with an object (particle or wall) under the action of an external force deforms irreversibly 
(soft sphere model). It means that a finite contact area remains even if the external force vanishes. The JKR method consists of 
applying a constant attractive force (see Fig. 3b) based on the Derjaguin approximation [38] when the surface separation distance is 
smaller than the Stern layer thickness, 𝜎𝑆𝑡 (a few nanometers maximum). Within the Stern layer (ℎ ≤ 𝜎𝑆𝑡), the JKR adhesive force of 
a particle 𝑖 in interaction with an object 𝑗 reads [66],

F𝐽𝐾𝑅𝑖𝑗 = −3
2
𝜋𝑟𝑖𝑗𝑊𝑖𝐿𝑗n𝑖𝑗 , (17)

where 𝑊𝑖𝐿𝑗 = 𝛾𝐿𝑖𝑗 − 𝛾𝑖𝐿 − 𝛾𝑗𝐿 is the surface energy or adhesion energy, and 𝛾 is the interfacial energy.
The JKR adhesive potential is obtained by a linear interpolation between the potential at the wall (ℎ𝑖𝑗 = 0) and the potential at 

the slipping plane (ℎ𝑖𝑗 = 𝜎𝑆𝑡),

𝑉 𝐽𝐾𝑅𝑖𝑗 = 𝑉 𝐷𝐿𝑉 𝑂
𝑆𝑡

+ |F𝐽𝐾𝑅𝑖𝑗 | (𝜎𝑆𝑡 − ℎ𝑖𝑗) , (18)

where 𝑉 𝐷𝐿𝑉 𝑂
𝑆𝑡

is the DLVO potential at ℎ𝑖𝑗 = 𝜎𝑆𝑡.
The adhesive JKR force acting on particle 𝑖 is an attractive force that produces a slight overlap, 𝜍, with object 𝑗, and, therefore, a 

finite contact radius 𝑎 (see Fig. 3a). The adhesive overlapping distance and the equilibrium contact radius are given by [50]

𝜍 = 𝑎
2

𝑟𝑖𝑗
, and, 𝑎 = 3

√√√√6𝜋 𝑟2
𝑖𝑗
𝑊𝑖𝐿𝑗

𝑘𝑖𝑗
, (19)

where 𝑘𝑖𝑗 =
4

3𝜋𝐸𝑖𝑗
and 𝐸𝑖𝑗 =

(
1−𝜈2

𝑖

𝐸𝑖
+

1−𝜈2
𝑗

𝐸𝑗

)−1
are the equivalent elastic constant and the equivalent Young modulus respectively, 

and 𝜈 refers to Poisson ratio. Note that, if object 𝑗 is a wall (𝑅𝑗 →∞), then the equivalent radius is 𝑟𝑖𝑗 =𝑅𝑖.
When the contact appears (i.e. the contact overlap, ||𝜹𝑛|| > 0), two configurations exist in the DEM calculation: (i) if |𝜹𝑛| ≤ 𝜍, the 

Hertzian contact force is not considered which leads to an elastic attachment of the particle and the object through the adhesive 
contact. (ii) If ||𝜹𝑛|| > 𝜍, then the rigid Hertzian contact force is applied with a new overlap distance as ||𝜹∗𝑛|| = ||𝜹𝑛||− 𝜍.
2.2.3. Adhesive torque

Adhesion of a particle to a wall or another particle occurs if the distance is within the range of the primary or secondary minimum 
for the interaction potential. The adhesive physicochemical forces, F𝐽𝐾𝑅

𝑖𝑗
and F𝐷𝐿𝑉 𝑂

𝑖𝑗
, involved in the attachment process generate a 

torque that resists the particle detachment when hydrodynamic forces are applied. The adhesive – or resisting – torque is [67],

M𝑎𝑑ℎ𝑖𝑗 =
⎧⎪⎨⎪⎩
𝑎t𝑖𝑗 × F𝐽𝐾𝑅

𝑖𝑗
, for adhesion at the primary minimum,

𝑙𝑥t𝑖𝑗 × F𝐷𝐿𝑉 𝑂
𝑖𝑗

, for adhesion at the secondary minimum,
(20)

where t𝑖𝑗 = v
𝑝
𝑡𝑖𝑗
∕|v𝑝
𝑡𝑖𝑗
| is the tangential unit vector, v𝑝

𝑡𝑖𝑗
is the tangential slip velocity (see Maya et al. [8]). At the secondary minimum, 

the DLVO force characterizes the force acting on a lever arm 𝑙𝑥 that must be overcome to detach the particle. Since there is no 
6

overlapping area at the secondary minimum, 𝑙𝑥 is expressed as, [67]
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Fig. 3. (a) Illustration of the JKR adhesion seen as an overlapping of two elastic spheres. (b) Profile of the potential function and forces including JKR adhesion for 
distance 0 ≤ ℎ𝑖𝑗 < 𝜎𝑆𝑡 .

𝑙𝑥 =
3

√√√√ 𝑟𝑖𝑗 |F𝐷𝐿𝑉 𝑂𝑖𝑗
|

4𝑘𝑖𝑗
. (21)

2.3. Numerical implementation

The electrochemical forces described in this section are implemented in the OpenFOAM-based unresolved-resolved four-way 
coupling CFD-DEM The algorithmic procedure is illustrated in Fig. 4. It relies on OpenFOAM version 9 (https://www .openfoam .org). 
In terms of the coupling procedure, we use distinct time-steps, Δ𝑡𝐷𝐸𝑀 and Δ𝑡𝐶𝐹𝐷 , for the particle dynamics and the fluid flow, 
respectively. As the constraints on the particle dynamics are stronger than on the fluid flow, we use sub-cycling of Δ𝑡𝐷𝐸𝑀 within a CFD 
time-step to capture particle collision events accurately. Additional details about the unresolved-resolved CFD-DEM implementation 
are found in Maya et al. [8].

3. Model validations

In this section, we verify the robustness of our CFD-DEM including DLVO forces using test cases for which we derived semi-
analytical solutions. First, we verify the implementation of DLVO forces for particle-particle (section 3.1) and particle-wall (sec-
tion 3.2) interactions separately. Then, we compare simulations of the formation of particle aggregates with reference experimental 
data to verify the coupling between the unresolved-resolved CFD-DEM model and the DLVO forces (section 3.3).

3.1. Particle-particle DLVO interactions

We consider two identical particles of density 𝜌𝑝 = 1050 𝑘𝑔∕𝑚3 (lower than the average density of minerals around 2500 −
3000 𝑘𝑔∕𝑚3), radius 𝑅1 = 𝑅2 = 𝑅 = 1 𝜇𝑚, and mass 𝑚 = 4.4 × 10−15 𝑘𝑔 initially separated from each other by ℎ0 as presented in 
Fig. 5. Both particles are initially immobile and immersed in a brine (water + NaCl) solution. Table 2 summarizes particle and fluid 
properties. There is no flow, and the drag and sedimentation forces are neglected so that only the DLVO forces are involved in the 
particle displacement. The evolution of the surface-to-surface separation distance, ℎ(𝑡), is computed using our CFD-DEM approach in 
three cases: pure attraction, pure repulsion, and mixed attraction-repulsion. Results are compared with semi-analytical solutions that 
are derived in the following.

The CFD-DEM computational domain is a 50 𝜇𝑚 ×50 𝜇𝑚 square with a regular grid cell size of 1 𝜇𝑚 ×1 𝜇𝑚. We use Δ𝑡 = 2.5 ×10−6 𝑠
and ℎ0 = 2 𝜇𝑚 in the attraction and mixed attraction-repulsion cases, and Δ𝑡 = 10−8 𝑠 and ℎ0 = 0.04 𝜇𝑚 for the repulsive case.

Alternately, the evolution of the separation distance can also be solved using Ordinary Differential Equations (ODE). Indeed, from 
7

Eq. (5) and Eq. (13), the particle motion is governed by

https://www.openfoam.org
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Fig. 4. Flowchart for the unresolved-resolved four-way coupling CFD–DEM numerical procedure including colloidal forces.

Fig. 5. Representation of the two particles distant from h.

Table 2

Fluid, wall, and particle properties used in the model verification simu-
lations based on Yu et al. [68].

Parameters Particle-Particle Particle-Wall

Hamaker constant A 6.3 × 10−20 𝐽 0.1 × 10−20 𝐽
Surface electrical potential 𝜓 −58 𝑚𝑉 −52.3 𝑚𝑉
Inverse Debye length 𝜅 1.05 × 108 𝑚−1

Relative permittivity 𝜖𝑟 78.2
Salinity [NaCl] 1 𝑚𝑀
Temperature T 298 𝐾

⎧⎪⎨𝑚𝑑
2𝑥1
𝑑𝑡2
�⃗� = 𝐴𝑅

12ℎ2 �⃗�−
𝑅

2 𝜅𝐵𝑒
−𝜅ℎ�⃗�,

𝑑2𝑥 𝐴𝑅 𝑅
(22)
8

⎪⎩𝑚 2
𝑑𝑡2
�⃗� = −12ℎ2 �⃗�+ 2 𝜅𝐵𝑒

−𝜅ℎ�⃗�,
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Fig. 6. Particle-particle separation distance ℎ(𝑡) and the relative velocity of particles ℎ′(𝑡): (a) for the attraction case with ℎ0 = 2 𝜇𝑚, (b) for the repulsion case with 
ℎ0 = 0.04 𝜇𝑚, and (c)-(d) for mixed attraction-repulsion with ℎ0 = 2 𝜇𝑚.

where 𝑥1(𝑡) and 𝑥2(𝑡) denote the position of the two particles, and 𝐵 = 64𝜋𝜖0𝜖𝑟
(
𝑘𝐵𝑇

𝑍𝑒

)2
𝑡𝑎𝑛ℎ 

(
𝑍𝑒𝜓

4𝑘𝐵𝑇

)2
. Therefore, the evolution of 

the surface-to-surface separation distance, ℎ(𝑡) = 𝑥2(𝑡) − 𝑥1(𝑡) − 2𝑅, reads

ℎ2𝑒𝜅ℎℎ′′ = 𝑅
6𝑚

(
6𝜅𝐵ℎ2 −𝐴𝑒𝜅ℎ

)
for mixed attraction-repulsion, (23)

where ℎ′′(𝑡) = 𝑑2ℎ(𝑡)
𝑑𝑡2

. This ODE can be simplified for pure attraction and pure repulsion. On the one hand, for pure attraction, 𝐵 = 0
and Eq. (23) becomes,

ℎ2ℎ′′ = −𝐴𝑅
6𝑚
, for pure attraction. (24)

On the other hand, for pure repulsion, 𝐴 = 0 and we have,

𝑒𝜅ℎℎ′′ = 𝜅𝐵𝑅
𝑚
, for pure repulsion. (25)

These three ODEs are solved numerically using MATLAB high-order method for solving non-stiff differential equations – ode89 –, 
with absolute and relative tolerance of 10−10 and 10−8 respectively. The ODE results are used as reference solutions to compare with 
CFD-DEM predictions.

We see in Fig. 6 that the CFD-DEM including DLVO forces is in very good agreement with the reference ODE solutions. In the case 
9

of pure attraction, the surface-to-surface separation distance decreases from its initial value ℎ0 to a near-zero value, while the relative 
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Fig. 7. Representation of the particle and the wall distanced from h.

velocity, ℎ′, increases exponentially until the contact. For the repulsion case, the surface-to-surface separation distance increases 
exponentially from its initial value and the particle relative velocity increases up to a threshold value as the repulsive force decreases 
with the increase of separation distance. If both repulsion and attraction are considered, the separation distance describes a periodic 
oscillatory motion ranging from its initial value ℎ0 down to a minimal value ℎ𝑚𝑖𝑛 = 0.0856 𝜇𝑚. The latter corresponds to the secondary 
minimum at which the repulsive force takes over attraction pushing back the particles to their initial positions. The three test cases 
confirm the robustness of the DLVO implementation in our CFD-DEM package.

3.2. Particle-wall DLVO interactions

In this test case, we verify the implementation of the particle-wall DLVO interactions. We consider a particle of density, 𝜌 =
1050 𝑘𝑔∕𝑚3, radius, 𝑅 = 1 𝜇𝑚, and mass, 𝑚 = 4.4 × 10−15 𝑘𝑔, located at a distance, ℎ(𝑡), from a immobile plane wall (see Fig. 7). 
Table 2 summarizes the particle, wall, and fluid properties. The particle is suspended in brine. The only force that applies are the 
attractive and repulsive DLVO interactions: there is no flow and the sedimentation and drag forces are neglected. Along the same line 
as the particle-particle verification cases, we consider three sets of simulations: pure attraction, pure repulsion, and mixed attraction-
repulsion. The CFD-DEM predictions of the surface-to-wall separation distance ℎ(𝑡) are compared with semi-analytical solutions.

The computational domain is a 50 𝜇𝑚 × 50 𝜇𝑚 square with a regular grid cell size of 1 𝜇𝑚 × 1 𝜇𝑚. We use Δ𝑡 = 10−5 𝑠 in the 
attraction case, Δ𝑡 = 10−8 𝑠 for the repulsion case and Δ𝑡 = 4 × 10−5 𝑠 in the mixed attraction-repulsion case. ℎ0 = 2 𝜇𝑚 is used for 
the attraction and the mixed attraction-repulsion cases and ℎ0 = 0.04 𝜇𝑚 for the repulsion case.

Reference solutions for this configuration are obtained through Ordinary Differential Equations (ODE) that govern the evolution 
of the surface-to-wall distance, ℎ(𝑡) = 𝑥𝑝(𝑡) −𝑥𝑤−𝑅, where 𝑥𝑝(𝑡) and 𝑥𝑤 are the particle and wall positions, respectively. The particle 
motion is obtained by combining Eq. (5) and Eq. (16),

𝑚
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where 𝐵 = 2𝜋𝜖0𝜖𝑟. This equation is recast into an ODE solved numerically for mixed attraction-repulsion:
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An ODE for pure attraction is obtained if 𝐵 = 0,

6ℎ2
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)2
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𝜆

)
𝑚

, for pure attraction. (28)

If 𝐴 = 0, we obtain an ODE for pure repulsive interaction,(
𝑒𝜅ℎ − 𝑒−𝜅ℎ

)
ℎ′′

2𝜓𝑝𝜓𝑤 −
(
𝜓2
𝑝 +𝜓2

𝑤

)
𝑒−𝜅ℎ

= 𝜅𝐵𝑅
𝑚
, for pure repulsion. (29)

Simulation results for pure attraction, pure repulsion, and mixed attraction-repulsion are shown in Fig. 8. The CFD-DEM results 
10

for the three cases are in very good agreement with the ODE reference solutions. We recover similar behaviors to the particle-particle 
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Fig. 8. Particle-wall separation distance ℎ(𝑡) and the velocity of the particle ℎ′(𝑡), (a) for the attraction case with ℎ0 = 2 𝜇𝑚, (b) for the repulsion case with ℎ0 = 0.04 𝜇𝑚, 
and (c)-(d) for mixed attraction-repulsion with ℎ0 = 2 𝜇𝑚.

interactions including the periodic oscillatory motion already observed for mixed attractive-repulsive interactions with a different 
secondary minimum ℎ𝑚𝑖𝑛 = 0.12 𝜇𝑚. These three test cases ensure that the DLVO forces are properly calculated when a particle 
arrives at the vicinity of a solid wall described by a boundary condition in CFD-DEM.

3.3. Colloidal aggregation in a suspension

To verify the numerical implementation of the coupling between the unresolved-resolved CFD-DEM method and the DLVO + 
JKR theories, we simulate the aggregation kinetics of particles initially dispersed in a fluid at rest on a 2D plan. We compare the 
evolution of the total number of separated objects, 𝑁(𝑡) (i.e. monomers: unattached particles and clusters: attached particles), with the 
experimental data obtained by Earnshaw et al. [69]. Their two-dimensional colloidal systems provide an experimentally convenient 
approach to studying the impact of DLVO forces on aggregate dynamics.

The simulation domain consists in a two-dimensional 88.6𝜇𝑚 × 88.6𝜇𝑚 square box discretized with a 205 × 205 regular grid. The 
box is closed and the lateral boundaries are impermeable walls. It is filled with a brine aqueous solution (CaCl2 + H2O) containing 
0.73 𝑀 of salt concentration. Initially, 𝑁0 = 1000 separated polystyrene latex particles (𝜌 = 1050 𝐾𝑔∕𝑚3, 𝐸 = 3 𝐺𝑃𝑎, 𝜈 = 0.34) of 
1 𝜇𝑚 diameter are randomly placed in the box (see Fig. 9a). They occupy about 10% of the box surface area. The particle surface 
11

charge density is 0.4 𝜇𝐶∕𝑐𝑚2 which corresponds to a surface potential of 𝜓𝑝 = 12 𝑚𝑉 , the particle-liquid-particle Hamaker constant 
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Fig. 9. (a) Image sequence of the aggregation of the colloidal layer over time obtained by simulation. (b) Comparison of the evolution of the number of separated 
objects (monomers and clusters) relative to the initial value in a 0.73 𝑀 CaCl2 brine aqueous solution, obtained with simulation and experimentally (obtained with 
𝑁0 ≃ 6000 objects). Time is non-dimensionalized by the duration of the experiment.

is 3.4 ×10−21 𝐽 . The particle motions are only due to long-range electrostatic double layer (repulsive) and Van der Waals (attractive) 
interactions. Gravity is neglected, and particle-wall interactions are not considered.

Fig. 9a shows the typical sequence of the formation of aggregates. We see that the number of objects decreases with time as 
the number of aggregates grows (see Fig. 9b). The growth kinetics demonstrates a ramp-up from slow aggregation early to fast 
aggregation until it reaches a steady state. We see that the prediction of the evolution of the number of separated objects, 𝑁(𝑡), is 
in good agreement with the experimental measurements. We observe, however, a slight deviation in the fast aggregation phase that 
can be explained by the different composition of the initial objects in the 2 cases. Indeed, in the simulation, initial objects are just 
composed of monomers, while in the experiment, initial objects are composed of both monomers and clusters which enhances the 
aggregation mechanism. This validation case gives strong confidence in our numerical model to capture the clusterization mechanisms 
of colloids under DLVO interactions.

4. Application: pore-scale modeling of pore-clogging in colloidal flows

In this section, we use the unresolved-resolved four-way coupling CFD-DEM including DLVO and JKR interactions to investigate 
the retention capacity and permeability reduction in a network of pores for various salinity conditions.

We use our CFD-DEM package to simulate pore-clogging by aggregation of particles in a porous medium which is a representation 
of a PDMS (Polydimethylsiloxane) microfluidic device [70]. The pore geometry and the meshing procedure are found in Soulaine [71]. 
We obtain a two-dimensional 1050 𝜇𝑚 × 310 𝜇𝑚 pore-scale domain. The typical pore size is 𝑑50 = 26 𝜇𝑚, porosity is 𝜖𝑖 = 0.62, and 
permeability is 𝐾𝑖 = 1.1 × 10−11 𝑚2. The domain is discretized into an unstructured mesh with 49330 cells using snappyHexMesh, 
the OpenFOAM automatic gridder. The left and right sides are inlet and outlet boundaries, respectively. The top, bottom, and grain 
surfaces are walls described with no-slip conditions. We consider a cloud of monodispersed polystyrene particles whose diameter is 
𝐷𝑝 = 4 𝜇𝑚. The mean mesh resolution is 𝐷𝑝∕Δ𝑥 ≃ 5, which allows for an accurate calculation of the drag forces [8]. Fluid, particles, 
PDMS properties, and simulation parameters are listed in Table 3.

We consider three different brines with salinities [NaCl] = 1, 10, 100 𝑚𝑀 . Both polystyrene and PDMS immersed in the fluid 
have a negative surface charge at 𝑇 = 293 𝐾 [72,73]. An increase in salinity increases the surface potential as well, which favors 
deposition [74]. In each case, the interactions between particles and the porous medium are different because the DLVO potential 
has different values. Fig. 10 shows that the repulsive barrier is more significant for 1 𝑚𝑀 of salinity as the surface potential is the 
lowest. Overall, particle-particle and particle-wall interactions are weakly repulsive for [NaCl] = 1, 10, 100 𝑚𝑀 with an attractive 
secondary minimum that will favor aggregation.

Simulations are run in two consecutive steps. First, a constant pressure difference, Δ𝑝 = 0.2 𝑚𝑏𝑎𝑟, is applied between the inlet and 
the outlet. The fluid flows through the porous formation until the flow field is stable. At that point, pore volume (PV) is set to 𝑃𝑉 = 0
(PV is a convenient measure of time in porous media defined as the ratio of the injected volume of water to the pore-space volume). 
12

Then, a concentration of particles, 𝐶0 = 0.3%, is continuously injected randomly from the inlet until the porous medium is completely 
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Table 3

Parameters of the CFD-DEM simulations used to investigate pore-clogging by aggregation of particles.

CFD and fluid parameters DEM and particle parameters

CFD time-step Δ𝑡𝐶𝐹𝐷 10−5 𝑠 DEM time-step Δ𝑡𝐷𝐸𝑀 2 × 10−9 𝑠
Fluid density 𝜌𝑓 103 𝑘𝑔∕𝑚3 Particle density 𝜌𝑝 1050 𝑘𝑔∕𝑚3

Fluid viscosity 𝜇𝑓 10−3 𝑃𝑎.𝑠 Poisson ratio 𝜈𝑝 / 𝜈𝑤 0.34 / 0.5
Temperature 𝑇 293 𝐾 Young modulus 𝐸𝑝 / 𝐸𝑤 3 𝐺𝑃𝑎/ 2𝑀𝑃𝑎
Salinity [NaCl] 1 ; 10 ; 100 𝑚𝑀 Hamaker constant 𝐴𝑝𝐿𝑝 / 𝐴𝑝𝐿𝑤 3.4 × 10−21 𝐽 / 10−21 𝐽
Ionic valence Z 1 Surface potential 𝜓𝑝 −58 ; −26 ; −20 𝑚𝑉
Model depth b 20 𝜇𝑚 Surface potential 𝜓𝑤 −52.3 ; −45 ; −26 𝑚𝑉

Surface energy𝑊𝑝𝐿𝑝 / 𝑊𝑝𝐿𝑤 41∕20 𝑚𝐽∕𝑚2

Fig. 10. DLVO potential (normalized by 𝑘𝐵𝑇 ) for (a) particle-particle, and (b) particle-wall interactions for various NaCl salt concentrations.

clogged (all entry pores of the porous medium are blocked). Because the simulations are 2D depth-integrated, a Hele-Shaw correction 
term, 12𝜇𝑓 𝜖v𝑓∕𝑏2, is added in Eq. (3) to account for the hydrodynamic effects in the thickness, 𝑏, of the microfluidic device [75].

Snapshots of the particle migration and retention are shown in Fig. 11. For the three simulations, we observe that some particles 
deposit rapidly at the entrance of the porous medium. It means that long-range interactions are dominant over the hydrodynamic 
forces. Layers of deposited particles grow until they clog pores. Thus, The clogs change the system porosity and reroute the local flow 
lines, affecting the system permeability. When all entrance pores of the porous system are clogged, the mean flow velocity drops to 
near zero value and no more particles percolate through the domain.

Large-scale properties such as permeability and porosity are strongly impacted by pore-clogging. The impact of salinity on the 
evolution of porosity damage severity and the permeability damage severity is shown in Fig. 12a. The first is defined as 𝜖𝑟𝑒𝑚 = ⟨𝜖⟩∕𝜖𝑖
where ⟨𝜖⟩ is the domain porosity at time 𝑡. The second is calculated using 𝐾𝑟 =𝐾𝑓∕𝐾𝑖, where 𝐾𝑓 is the system permeability at time 𝑡

obtained using Darcy’s law, 𝐾𝑓 =
⟨v𝑓𝑥 ⟩𝜇𝑓𝐿

Δ𝑝 , where ⟨v𝑓𝑥 ⟩ is the domain-averaged fluid velocity, and 𝐿 is the length of the domain. Both 
𝐾𝑟 and 𝜖𝑟𝑒𝑚 decrease at the beginning of the injection when 𝑃𝑉 ∈ [0,0.5]. The same evolution is observed for the three salinities. 
This reduction corresponds to the flow resistance related to the suspension itself. For 𝑃𝑉 > 0.5, pores at the medium’s entrance 
are clogged, resulting in a sudden drop in permeability damage. We observe fluctuations in the permeability damage evolution. 
The remobilization of clusters of deposited particles explains them. These remobilizations happen mostly for 1 𝑚𝑀 and 10 𝑚𝑀
salt concentrations for which the particle-wall potential barrier is more important. For identical flow conditions, the permeability 
impairment by aggregation of particles increases with salinity, as observed experimentally [19,14]. It can be seen that the 𝐾𝑟 plateau 
values – that indicate the clogging of the porous medium – are reached earlier for higher salinity.

Pore-scale simulations with CFD-DEM directly map the velocity and particle concentration. This constitutes a major advantage 
compared with other approaches classically used to investigate flow and transport in porous media. Better than a global insight into 
permeability impairment with average properties (e.g. 𝐾𝑟 and 𝜖𝑟𝑒𝑚), the Probability Density Function (PDF) gives information about 
the redistribution of local flow rates during pore-clogging. From Fig. 12b, we see that for the various salinities used, the particulate 
flow with particle deposition inside the porous medium causes an increase in the densities of low fluid velocities and a reduction of 
the highest value of the fluid velocities compared to the state with no particles. If Fig. 12a characterizes the mobility reduction due 
13

to pore-clogging, Fig. 12b characterizes the flow velocities redistribution inside the porous medium. The results presented in Fig. 12b 
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Fig. 11. Snapshots of the particle migration and deposition for various salinity conditions: a) 1 mM, b) 10 mM, c) 100 mM NaCl. The background colors correspond 
to the fluid velocity field magnitude.

Fig. 12. (a) Evolution of permeability damage 𝐾𝑟 and porosity damage 𝜖𝑟𝑒𝑚 over the injected PV for various salt concentrations. (b) Probability density function (PDF) 
of the longitudinal flow velocity v𝑓𝑥 with no particles, and with particles for various salt concentrations at PV = 2.2.

support the conclusion that the porous medium permeability damage increases with increasing salinity (for the same concentration 
of injected particles).

This illustration highlights the ability of the CFD-DEM model for colloidal transport to simulate pore-clogging due to the aggre-
14

gation of charged particles under various flow and chemistry conditions.
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5. Conclusions

Understanding migration, deposition, and remobilization mechanisms of fine particles in porous media is key to deciphering 
pore-clogging formation and the subsequent permeability impairment. We implemented long-range interactions including London-
Van der Waals attraction and electrical double layer repulsion forces in CFD-DEM to simulate particle clogging by aggregation at 
the pore-scale. Our generic model can simulate a wide range of particle size distribution, flow rates, particle concentrations, and 
pH/salinity conditions. High-resolution CFD-DEM simulations directly map the flow lines and clogs within the porous structure. They 
are, therefore, a real asset to probe local permeability reduction due to the injection and retention of charged particles.

We have implemented DLVO forces combined with the JKR theory in our unresolved-resolved four-way coupling CFD-DEM to 
model colloidal flows at the pore-scale in the approximation of constant surface potential. We also consider that an adhesive torque 
that resists the hydrodynamic torque applies to particle dynamics. The numerical implementation has been verified using benchmark 
cases solved with ODE solvers. These test cases demonstrate that the model accurately describes the particle-particle and particle-wall 
attraction and repulsion.

Combined with the unresolved-resolved feature described in Part 1 which overcomes the constraint of the particle size relative 
to the cell size, and maintains a decent computational cost, our CFD-DEM approach for colloidal transport in porous media can 
capture the three main clogging mechanisms: sieving (clogging by size exclusion), bridging (hydrodynamic formation of an arch of 
particles), and pore-clogging by aggregation (formation of multiple layers of deposited particles). The simulations presented in this 
paper illustrate the ability of CFD-DEM combined with DLVO forces to investigate the complex interplay between particle migration, 
deposition, and remobilization in porous media. Furthermore, our model offers new possibilities to explore deposition regimes around 
cylindrical collectors through hydrodynamic and electrochemical interaction effects and therefore, gives better insights into colloidal 
retention in porous media.

Nomenclature

List of superscripts and subscripts

𝑎𝑑ℎ Adhesive
𝑐 Contact
𝑓 Fluid
𝑔 Gravitational
ℎ𝑦𝑑 Hydrodynamic
𝑙 Liquid
𝑛𝑐 Non-contact
𝑝 Particle
𝑤 Wall

List of symbols

𝜹𝑛 Normal overlap distance
𝝎 Angular velocity vector
Δ𝑝 Pressure difference
Δ𝑡 Time-step
Δ𝑥 Cell’s characteristic size
𝜖 Porosity
𝜖0𝜖𝑟 Dielectric constant of the solvent
𝛾 Interfacial energy
𝜅 Inverse of the Debye screening length
𝜆 Characteristic wavelength⟨v𝑓𝑥 ⟩ the Domain-averaged velocity
𝜇 Dynamic viscosity
𝜈 Poisson ratio
v Averaged velocity vector
𝜓 Surface potential
𝜌 Density
𝜎𝐿𝐽 Lennard-Jones atomic collision diameter
𝜎𝑠𝑡 Stern layer thickness
F Force vector
M Torque vector
n Unit normal vector

t Tangential unit vector
U Translational velocity vector
v Velocity vector
v𝑡 Particle tangential slip velocity vector
𝜍 Adhesive overlapping distance
𝐴 Hamaker constant
𝑎 Contact radius
𝑏 Geometry thickness
𝐶 Particle concentration
𝐷 Diameter
𝑑 Particle centers separation distance
𝐸 Young modulus
𝑒 Charge of the electron
ℎ Smallest surface separation distance
𝐼 Moment of inertia
𝐼𝑠 Ionic strength
𝐾 Cell-permeability
𝑘 Equivalent elastic constant
𝑘𝐵 Boltzmann’s constant
𝐿 Geometry length
𝑙𝑥 Lever arm
𝑚 Mass
𝑁(𝑡) Current number of objects (single particles and clus-

ters)
𝑁0 Initial number of objects
𝑁𝐴 Avogadro’s number
𝑝 Fluid pressure
𝑅 Particle radius
𝑟 Equivalent radius
𝑇 Temperature
𝑡 Time
𝑉 Potential energy
𝑊 Adhesion energy
15

r𝑖 Position vector 𝑍 Valence of the solvent
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