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Abstract

The dual-channel UV spectrometer VenSpec-U onboard ESA’s next mission

to Venus, EnVision, will study the upper layer of the atmosphere located

above the clouds. It aims to characterise the chemical composition, with a

focus on the sulphured gases (SO2 and SO) and the identification of the un-

known UV absorber, and will also monitor the dynamical processes such as

gravity waves and convection cells. In this article, we are interested in know-

ing how the instrumental design allows to comply with requirements arising

from these scientific objectives. This study is based on the radiative transfer

model (RTM) developed for SPICAV/Venus-Express data analysis, that is

used to retrieve of atmospheric features from radiance factor spectra, which

will be derived from VenSpec-U’s measurements of Venus’ radiance. We will

then study the sensitivity of the model to various error sources: random er-

rors or biases. For the first ones, we assess the impacts of the Signal-to-Noise

Ratio on the uncertainties of the inverse RTM outputs, in order to check that
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the required uncertainties are achieved for the main science goals. Limits in

terms of SNR can also be defined in order to ensure the compliance with the

specifications. We then present the approach implemented for the charac-

terisation of systematic errors: the Effective Spectral Radiometric Accuracy

(ESRA) requirement is used to estimate the impact of a bias on the accu-

racy of the retrieved science products based on the spectral characteristics

of the biased spectra. After identifying some bias sources that could occur

in VenSpec-U’ case, combinations are considered in order to study potential

compensations and estimate allowable envelopes of residual error levels for

each kind.

Keywords: radiative transfer, instrumentation, modelling

1. Introduction1

UV observations have been used to study Venus’ mesosphere for more2

than five decades. Several instruments have performed measurements using3

UV imaging and spectroscopy, in order to investigate the structure and com-4

position of this part of the atmosphere, located above the upper limit of the5

cloud layer around 65 to 70 km of altitude. These observations allowed to6

identify sulphured species as minor components, like sulphur-dioxide (SO2)7

or sulphur-monoxide (SO) that were first detected with the space telescope8

IUE (International Ultraviolet Explorer) (Barker, 1979; Na et al., 1990). The9

UV spectrometer UVS onboard Pioneer Venus Orbiter then monitored the10

long-term variations in the SO2 abundance above the clouds, and showed a11

significant secular decrease over a decade (Esposito et al., 1979, 1988). Us-12

ing data from following missions, including the more recent Venus-Express,13
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other species such as ozone (O3) and chlorine based components like chlorine14

monoxide (ClO) (Mills and Allen, 2007; Zhang et al., 2012; Marcq et al.,15

2019) were detected among minor components. The imaging spectrometer16

STIS onboard the Hubble Space Telescope also performed high-resolution17

measurements of SO2 and SO and provided an estimation of the SO/SO218

abundance ratio, ranging between 7% and 18% (Jessup et al., 2015). In19

addition, spectral analysis revealed the presence of a constituant showing a20

broad absorption band centred around 365 nm (Heyden et al., 1959). Corre-21

lations have been noticed between the presence of this unidentified UV ab-22

sorber and the cloud-top altitude, as well as temporal anti-correlation with23

the SO2 abundance above the clouds, which could imply conversion processes24

between these species and a sulphured-bearing UV absorber (Marcq et al.,25

2020). The upper atmosphere also hosts interesting dynamical features, both26

on large and smaller scales. UV imagers VMC/Venus-Express (Markiewicz27

et al., 2007) and UVI/Akatsuki (Yamazaki et al., 2018) have shown latitu-28

dinal contrasts at a planetary scale, and smaller patterns similar to gravity29

waves and convection cells, at a scale ranging from 3 to 20 km (Titov et al.,30

2008; Peralta et al., 2008; Titov et al., 2012; Piccialli et al., 2014).31

32

Despite the most recent data obtained thanks to these missions, interro-33

gations remain regarding the processes involving the sulphured trace gases34

and the UV absorber. Their sources, conversion mechanisms, spatial and35

temporal variability, and implication in the sulphur cycle are not yet fully36

understood (Vandaele et al., 2017; Marcq et al., 2018). Surface observations37

revealing volcanic structures (Head et al., 1991) have brought up the hy-38
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pothesis of a connection with internal activity. This highlights the need for39

investigating the characteristics and causes of this internal activity, as well40

as its relationship with atmospheric composition. Currently active volcanism41

could indeed explain long-term variations in the concentration of the sulphur42

species observed at cloud top (Esposito, 1984; Marcq et al., 2013) through43

destabilization of the static stability profile and enhanced mixing between44

the lower atmosphere (sulphur-rich) and the upper atmosphere (sulphur-45

poor). In order to investigate these unresolved questions (among others),46

three missions are planned for the early 2030s (Widemann et al., 2023):47

VERITAS (Smrekar et al., 2022) and DaVinci (Garvin et al., 2022) from48

NASA. Onboard the latter, the spectrometer CUVIS and one of the VISOR49

cameras will perform UV studies of the clouds. Finally, the ESA mission En-50

Vision (Ghail et al., 2017) will investigate the couplings between the surface51

of Venus, its atmosphere and internal activity. It will also seek information52

on the history and evolution of the planet. To that end, the payload in-53

cludes a synthetic aperture radar (VenSAR, provided by NASA) for surface54

mapping, a subsurface radar sounder, a radio science experiment to study55

gravimetric and atmospheric properties, and the VenSpec suite, composed56

of three spectrometers (Helbert et al., 2019). The suite aims to study the57

surface of Venus and different layers of the atmosphere, using the thermal58

IR imager VenSpec-M to observe the surface and characterise its composi-59

tion and mineralogy, and the high resolution IR spectrometer VenSpec-H to60

study the composition of the atmosphere below the clouds. Lastly, VenSpec-61

U (Marcq et al., 2021) will operate in the UV range and focus on the upper62

part of the atmosphere, above the cloud layer.63
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64

As VenSpec-U aims to further the knowledge about the composition and65

dynamical properties of the upper atmosphere, its characteristics must allow66

for an improvement of the science return compared to previous UV inves-67

tigations. A good understanding of the performances of the instrument is68

therefore needed to improve the interpretation of the provided data and the69

relevance of the retrieved scientific products. Requirements have been de-70

fined in the early phases of the development and expected accuracy levels71

have been set regarding the main science objectives (Marcq et al., 2021).72

It is now important to know how the current instrumental design complies73

with these specifications, and what are its impacts on the performances.74

This article therefore summarises the approach used to assess the manage-75

ment of errors, of whether random or systematic nature. Section 2 presents76

the instrumental concept of VenSpec-U and its scientific objectives, before77

describing the radiative transfer model that aims to simulate the observa-78

tions of Venus to be provided by the instrument. Section 3 summarises the79

main performance-related requirements, as well as the simulation cases used80

for the performances assessments studies presented in the following sections.81

After describing the approach related to random errors in Section 4, the im-82

plemented method regarding systematic errors management is explained in83

Section 5, including examples of specific cases of bias likely to be encountered84

by the instrument.85
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2. The VeSUV experiment86

VenSpec-U, also called VeSUV (standing for ”Venus Spectroscopy in UV”),87

is one of the three spectrometers of the VenSpec suite onboard the EnVision88

spacecraft. This section gives an overview of the instrumental concept, which89

was previously detailed by Marcq et al. (2021).90

2.1. Instrument description91

The main scientific goals of VenSpec-U are to measure the column densi-92

ties of SO2 and SO and follow their spatial and temporal variability, which93

will also provide an estimate of the column abundance ratio SO/SO2. An-94

other objective is related to the monitoring of the UV absorber as well as95

constraining its spectral characteristics. Lastly, it will provide observations96

of dynamical patterns on scales larger than ∼ 10 km, such as the convection97

cells and gravity waves structures.98

99

To do so, VenSpec-U will measure the sunlight backscattered by the at-100

mosphere on the dayside of Venus. Observations will be carried out from101

a low polar orbit, between 150 and 500 km of altitude, using a pushbroom102

strategy in a nadir or near-nadir (emission angle < 15◦) geometry. They103

shall be repeated on 4 consecutive orbits, every 16 orbits. The overlap of the104

observed scenes allows to distinguish the causes of the observed variability,105

whether it originates from surface or purely atmospheric phenomena, as the106

latter would be carried away by the zonal superrotation between two con-107

secutive orbits. Radiance factor spectra are therefore processed using the108

spectral radiance from Venus measured by the instrument, and the prior109
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knowledge of the Solar Spectral Irradiance (SSI). The radiance factor β is110

defined as follows:111

β(λ) =
π sr · I(λ)

F⊙(λ)

where I(λ) refers to the observed spectral intensity from Venus and F⊙(λ) is112

the solar spectral irradiance.113

114

The spectrometer will perform those measurements using two channels.115

The first one, called “Low Resolution” (LR), operates in the 190-380 nm116

band with a comparatively low spectral resolution of 2 nm. This channel is117

dedicated to measuring SO2 through its absorption bands centered around118

215 nm and 283 nm. The extended wavelength range also enables the ob-119

servation of the short-wavelength part of the absorption band of the UV ab-120

sorber centered around 365 nm. Its relatively low spectral resolution allows121

in return for a high spatial resolution, allowing the observation of dynamical122

phenomena ranging from 5 to 10 km in scale. The second channel, called123

“High Resolution” (HR), has a narrower wavelength range, from 205 nm to124

235 nm, with a spectral resolution of 0.3 nm. As the high spectral resolu-125

tion enables the identification of individual absorption lines, the SO and SO2126

contributions can be distinguished and the SO/SO2 abundance ratio can be127

determined robustly. For photometric reasons, the spatial resolution is com-128

paratively coarser, ranging from 12 to 24 km. Each channel will be composed129

of an entrance baffle, a two-lenses objective including a stop diaphragm, a slit130

leading to a short-pass filter to cut out the wavelengths higher than the limit131

of each channel’s range, and a spherical holographic grating for the spectral132

dispersion of the images. Both channels will use the same CMOS backside-133
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illuminated detector, coupled to a Peltier cooler in order to limit the dark134

current. A specific area of the detector is dedicated to each spectrum, for135

which the narrow axis of the slit gives the spectral dimension, and the long136

axis of the slit results in the spatial dimension associated to both channels’137

common 20◦ instantaneous field of view. The orbital scrolling then provides138

the second spatial dimension. Distinct integration time, spectral and spatial139

binning, and stacking configurations will be implemented for each channel140

to optimise the acquisitions. The optical layout and simulated spectra are141

presented in Fig. 1.

0 25 50 75 100 125 150 175 200

0

100

LR channel

0 25 50 75 100 125 150 175 200

0

10

HR channel

Figure 1: VenSpec-U optical design (left) and shared detector with dedicated areas for

LR and HR channels (right)

142

2.2. Forward radiative transfer model143

In order to simulate the instrument’s output and produce synthetic ra-144

diance factors, a Radiative Transfer Model (RTM) is used. The model has145

been implemented for the data analysis of SPICAV/Venus-Express (Marcq146

et al., 2019, 2020), and has been updated to encompass the wavelength range147

of VenSpec-U. It was thus extended to the larger wavelengths, from 190-320148

8



nm up to 190-380 nm.149

150

The atmospheric model considers altitudes ranging from 50 to 110 km,151

divided into 2 km thick layers. The VIRA-2 profile (Moroz and Zasova,152

1997) is used for the temperature, and the density is derived assuming hy-153

drostatic equilibrium. The relevant quantities (optical thickness, single scat-154

tering albedo, phase function) derived from the atmospheric components are155

then computed for each layer.156

157

The influence of the main gaseous components of the atmosphere, CO2158

and N2, appear mostly through Rayleigh scattering and absorption for CO2159

(at wavelengths shorter than 220 nm). A uniform distribution with respect160

to the altitude is considered, with volumetric fractions of respectively 0.965161

and 0.035. The other considered gases are SO2, SO and OCS. The abun-162

dances of variable species SO and SO2 are controlled using their mixing163

ratios at an altitude of 70 km from which the columns densities are deduced,164

assuming exponential decreases of the abundances with increasing altitudes.165

The associated absorption opacities are then determined using the absorption166

cross-section of each species (Fig. 2) as in Marcq et al. (2019) for wavelengths167

shorter than 320 nm. The cross-section profiles of the minor species like OCS168

have been extrapolated between 320 nm and 380 nm as a constant equal to169

the value at 320 nm, since their influence is negligible at higher wavelengths,170

whereas data from Bogumil et al. (2003) covering wavelengths from 239 nm171

to 395 nm have been used for the extension of the SO2 cross-section, and SO172

cross-sections have been updated using data from Heays et al. (2023). CO2,173
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SO2 and SO cross-sections are temperature-dependent and are interpolated174

assuming a linear relation between the logarithm of the cross-sections and175

the inverse of the temperature.
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Figure 2: Absorption cross-section of gaseous species extended up to 380 nm

176

The absorption due to the droplets from the upper clouds and haze is177

then taken into account. These aerosols are considered as spherical particles,178

so that the Mie scattering theory can be applied. A bimodal distribution179

with a log-normal probability density function is assumed (Luginin et al.,180

2016). Each mode has specific properties, including the effective radius of181

the droplets, the effective variance, as well as a complex refractive index:182

an imaginary part is added to the refractive index, in order to model the183

UV absorber. While this imaginary part is assumed constant for the mode184

2, it parameterizes the influence of the UV absorber embedded within the185

smaller mode 1 particles. For the latter, a wavelength-dependent spectrum186

was defined using data from Pérez-Hoyos et al. (2018) and Lee et al. (2022).187

It was then adjusted to fit both SPICAV spectra toward the shorter wave-188
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lengths, for which the index was defined as mi(λ) = mi(λ = 250 nm)·eλ−250 nm
40 nm189

and controlled using mi(λ = 250 nm), and the spectrum from Pérez-Hoyos190

et al. (2018) around the upper wavelengths (Fig. 3). It resulted in the fol-191

lowing modified Lorentzian function, whose amplitude is adjusted through192

mi(λ = 350 nm):193

mi(λ) =
mi(λ = 350 nm)

1 +
∣∣λ−350 nm
51.84 nm

∣∣2.7
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Figure 3: Imaginary refractive index profile of mode 1 particles

The extinction cross-section, single scattering albedo and Legendre poly-194

nomial coefficients of the particle’s phase functions are then determined195

for each mode according to the corresponding columns densities, which al-196

lows to derive the associated opacity. Once the contributions to the radia-197

tive budget of each layer are determined, the pseudo-spherical code SPS-198

DISORT (Stamnes et al., 1988) provides radiance factors from the resulting199

brightness at the top of atmosphere, for each wavelength of interest and a200

given observation geometry.201

202
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The input parameters of the forward model are the key parameters that203

will be monitored by VenSpec-U. Some of these parameters relate to the204

chemical composition of the atmosphere, such as the SO2 mixing ratio at an205

altitude of 70 km (noted qSO2), the abundance ratio SO/SO2 (noted rSO),206

and the imaginary part of the refractive index at a wavelength of 250 nm207

used to represent the influence of the UV absorber (noted img). The cloud208

top altitude (defined as the altitude for which the opacity due to the aerosols209

at a wavelength of 250 nm is equal to one) is constrained through the Z2210

parameter. Finally, the observation geometry is represented by three angles:211

the Solar Zenith Angle (SZA), the emission angle and the phase angle. In212

a nadir observation geometry, the emission angle is close to zero, and the213

phase angle equivalent to the SZA. With VenSpec-U’s operation conditions,214

the emission angle could be ranging up to 20◦, and the performances of the215

instrument are considered for SZA under 70◦. Influence of these parameters216

upon synthetic radiance factors are shown in Fig. 4.217

218
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Figure 4: Synthetic radiance factors with variation of the input parameters of the FRTM.

Initial parameters correspond to the Nominal observation scenario summarised in Table 2

2.3. Inverse radiative transfer model219

As described in the previous section, the radiative transfer model can be220

used in its direct form to generate radiance factors from a set of parameters221

describing the atmosphere and the observation geometry. The RTM can also222

be used to deduce these quantities from a radiance factor spectrum, using a223

fitting procedure based on a Levenberg-Marquardt method (Newville et al.,224

2020). The following function (of spectral index j) is minimised with respect225

to the L2 norm by the optimisation algorithm:226

rj =
βj,noised − βj,fit

ej
with ej =

βj,true

SNRj
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It corresponds to the difference between the undisturbed theoretical spec-227

trum and the spectrum generated with the parameters resulting from the fit,228

weighted by a random error on the radiance factor. The amplitude of this229

random component depends on the wavelength and corresponds to the ratio230

between the initial radiance factor level and the Signal-to-Noise Ratio (SNR).231

This results in favouring longer wavelengths to find the most adequate pa-232

rameters, as random errors are smaller on this portion of the spectrum.233

234

The fitted parameters differ between the two simulated channels of VenSpec-235

U, depending on which quantities will be retrieved. Both channels will pro-236

vide information about the UV absorber and SO2 abundance. Therefore,237

the following parameters will be fitted on both LR and HR radiance factors:238

qSO2 and img. Z2 will be retrieved thanks to the LR channel only, whereas239

rSO only through the HR channel.240

3. Performance assessments241

3.1. Performance-related requirements242

In order to translate the scientific objectives into constraints applicable243

to the measurements and define requirements related to the radiance fac-244

tor estimation, a set of instrumental parameters has been defined in the245

early phases of the project (Marcq et al., 2021). This instrumental set-246

point represents a compromise between spectral resolution, noise and biases247

allocations, that allows to reach the goals in term of retrievals accuracy.248

These requirements are presented for the main scientific objectives in Ta-249

ble 1, where accuracy requirements are expressed using a logarithmic scale250
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so that: ln(Xmeasured) − e
100

< ln(Xtrue) < ln(Xmeasured) + e
100

, with e the251

relative accuracy expressed in percentage.252

Requirements

Scientific objectives SNR (nor-

malised at

220 nm)

Random

precision

Effective

Spectral

Radio-

metric

Accuracy

Absolute

Radio-

metric

Accuracy

(at 365

nm)

Measure the SO2 columns density

above the clouds

≥ 200 < 20% < 50 % -

Measure the SO/SO2 columns

density ratio

≥ 100 < 25% < 100 % -

Perform long-term monitoring of

the UV absorber and clouds

≥ 100 - - < 10 %

Table 1: Main performance-related requirements

253

The presence of noise on the signal leads to uncertainties associated with254

the retrieved atmospheric characteristics by the RTM. A precision constraint255

has then been set for the main science goals to ensure that these uncertain-256

ties, corresponding to the expected variance of the measurements, would be257

sufficiently small for the data analysis. The verification of the ”random pre-258

cision” requirement will therefore be presented in Section 4. On the other259

hand, the ”Effective Spectral Radiometric Accuracy” requirement (Coperni-260
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cus Sentinels 4 & 5 MRTD, ESA, 2017) is referring to the impact of systematic261

errors on the accuracy of the retrievals. It allows to combine effects of biases,262

studied independently, with the sensitivity of the model estimated through a263

Gain matrix representing the linearised inverse RTM. The formalism, as well264

as a the influence of multiple bias sources, will be explored in more details265

in Section 5.266

267

3.2. Simulation cases268

In order to characterise the achievable performances of the instrument for269

a representative set of operation conditions, several Venus observation sce-270

narios are defined. Three typical simulation cases are considered to define a271

radiometric envelope for the measurements provided by VenSpec-U depend-272

ing on the observed scenes. Variable assumptions between these scenarios are273

relative to intrinsic parameters of the atmosphere such as the abundances of274

SO2, SO, and the UV absorber, as well as the SZA to describe the observa-275

tion conditions. Common parameters of these simulation cases include the276

nadir viewing configuration, resulting in a zero emission angle, and a fixed277

cloud-top altitude (which does not affect the modeled radiance as much as278

the other parameters). Table 2 summarises the parameters associated to279

each case, and the corresponding radiance factor spectra are shown in Fig. 5.280

281

The “Nominal” scenario corresponds to an average case, with atmospheric282

conditions allowing a correct signal level and for which the absorption bands283

of the atmospheric compounds are well defined. This case therefore represents284

the performances expected for the majority of the instrument’s observations.285
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The “MaxPerf” case allows to study the upper bounds of the instrument’s286

performances, and designates situations where all optimal radiometric con-287

ditions are met. The illumination is maximal and the signal level is high due288

to the atmospheric composition, for which lower concentrations of absorbing289

species are considered. On the contrary, the “MinPerf” scenario corresponds290

to a degraded radiometric performance case. For this latter, an atmosphere291

with a high absorbers content is considered, which contributes to a lower292

radiance emitted by Venus, and consequently a lower signal received by the293

instrument. In addition, illumination conditions are set at the SZA limit for294

which the targeted performances are guaranteed. This allows to estimate295

the behavior of the instrument for a non-optimal case and thus assessing its296

minimal performances. These scenarios are also used for the assessment of297

radiometric performances, for which other instrumental parameters such as298

detector temperature or components efficiencies are considered.299

300
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Figure 5: Synthetic radiance factors corresponding to the three simulation cases for LR

(left) and HR (right) channels
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RTM parameter MinPerf Nominal MaxPerf

SO2 mixing ratio at 70 km (ppm) qSO2 0.5 0.02 0.001

UV absorber imaginary refractive index at

250 nm

img 0.2 0.03 0.003

Cloud-top altitude control point (km) Z2 70 70 70

SO/SO2 abundances ratio rSO 0.25 0.1 0.05

Solar Zenith Angle (◦) SZA 70 30 0

Emission angle (◦) 0 0 0

Phase angle (◦) 70 30 0

Table 2: FRTM parameters of the simulations cases

The sensitivity studies presented in the following sections, regarding both301

random and systematic errors, will therefore be carried out for these three302

cases in order to compare the effects of each type of uncertainty.303

4. Random errors304

This section focuses on the sensitivity of the inverse RTM to the random305

errors that generates noise on the radiance factor spectra. As the signal-to-306

noise ratio is used as an optimisation parameter in the Levenberg-Marquardt307

algorithm, which results in an increased reliance on certain portions of the308

spectrum, variations of the SNR level and spectral shape can influence the309

uncertainties associated to the retrieved parameters.310

311

The fitting is therefore performed after introducing noise on a synthetic312

radiance factor spectrum using various perturbations of the reference SNR313
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spectrum, presented in Fig. 6 and derived from instrumental design. Two314

types of perturbations can be considered (Fig. 7): a multiplicative factor,315

which allows to keep the same spectral shape by affecting all wavelengths316

uniformly ; or a “gamma correction” in order to maintain the maximal SNR317

level but altering the spectral shape by affecting the shorter and longer wave-318

lengths differently:319

SNR(λ) = SNRref(λ) · f or SNR = max
λ

(SNRref) ·
(

SNRref(λ)

maxλ(SNRref)

)γ
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Figure 6: Reference Signal-to-Noise Ratio for LR and HR channels
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Figure 7: Modified Signal-to-Noise Ratio with multiplicative factor (left) or gamma ex-

ponent (right), for LR (top row) and HR (bottom row) channels

The resulting variations of the relative uncertainty associated to each320

retrieved parameter are shown in Fig. 8 for the global shift in the SNR level321

by the multiplicative factor, and in Fig. 9 for the distortion of the SNR322

spectrum by the gamma exponent. The relative uncertainty is defined as the323

ratio of the standard error associated to the estimated parameter, and the324

prescribed RTM parameter.325

326

The required relative uncertainties associated to the retrieval of the SO2327

and SO abundances, namely 20% and 25%, are achieved in most cases. An328

exception occurs however for the rSO retrieval in the MaxPerf scenario. This329
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Figure 8: Relative uncertainty of the fitted parameters for the LR (top row) and HR

(bottom row) channels, for the three scenarios : Nominal (left column), MinPerf (center)

and MaxPerf (right column)

case indeed consider a low SO2/SO abundances ratio, which makes the ab-330

sorption lines hard to distinguish from the noise. The resulting uncertainties331

are bigger than the requirement for most tested SNR levels or shapes, and an332

increase of the SNR by a multiplicative factor of at least 3 would be needed333

to reach the desired precision. If the maximal value of the SNR is however334

unchanged like it is the case with the gamma correction, uncertainties on335

the rSO retrieval would remain above 50%. It therefore implies a sensitivity336

threshold around 0.025 ppb for the detection of sulphur monoxide. Ignoring337

the combination of the MaxPerf case and HR channel, the most constraining338
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Figure 9: Relative uncertainty of the fitted parameters for the LR (top row) and HR

(bottom row) channels, for the three scenarios : Nominal (left column), MinPerf (center)

and MaxPerf (right column)

limits are encountered in the Nominal scenario for both LR and HR channels,339

regarding respectively the qSO2 and rSO precision requirements. Envelopes340

defining boundaries in terms of SNR can then be determined in order to341

ensure that the required precisions are reached (Fig. 10). Fig. 11 shows typ-342

ical noised spectra for these SNR limits, and the corresponding precision for343

other fitted parameters can be estimated. With the LR channel, the biggest344

uncertainties are found in the MaxPerf case for both the cloud-top altitude345

(Z2) and the imaginary refractive index modeling the UV absorber (img),346

which are retrieved with relative uncertainties around 0.67 km and 12.9% re-347
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spectively. For the HR channel, the uncertainty on the imaginary refractive348

index is ranging up to 5.17%, while it is lower than 10.2% for the estimation349

of the SO2 mixing ratio (qSO2). These uncertainties are smaller than in the350

previous study from Marcq et al. (2021), where the SNR was estimated us-351

ing the inverse of the square root of a synthetic radiance, and has since been352

determined more precisely by taking instrumental parameters into account.353

354
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Figure 10: Limitation of SNR domains for LR and HR channels

The fitting is here restricted to the 190-320 nm spectral range, correspond-355

ing to the range of SPICAV-UV data which has been validated to derive these356

observable parameters (Marcq et al., 2020). The radiance factors produced357

for wavelengths between 320 and 380 nm are indeed based on extrapolations.358

Moreover, as SNR is better for longer wavelengths, performing this sensitiv-359

ity study on the whole wavelength range of VenSpec-U’s LR channel would360

result in underestimating the impact of random errors on the uncertainties.361

The precision of the retrievals shall therefore improve compared to the above362

given values when the full wavelength range will be considered, provided no363
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Figure 11: Fitted and noised spectra with lowest multiplicative factor (left) or largest

gamma exponent (right) fullfilling the requirement, for LR (top row) and HR (bottom

row) channels

extra variable parameters are required to fit the 320-380 nm interval (e.g.364

relating to the UV absorber spectrum).365

5. Systematic errors366

The following section is focused on the characterisation of systematic367

errors, also referred to as biases, and the assessment of their impact on the368

radiance factor spectra provided by the instrument. It addresses more specif-369

ically the accuracy of the retrievals of science data, which corresponds to the370

relative difference between the retrieved and actual atmospheric characteris-371
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tics, such as sulphured gases abundances, cloud-top altitude and UV absorber372

characteristics. The biases can have various impacts on the signal measured373

by the instrument, and can lead to an amplification, attenuation or defor-374

mation of the resulting radiance factor spectra. Depending on the type of375

bias, these effects can either induce a global perturbation of the signal or be376

strongly wavelength-dependent. The potential causes of bias can be identified377

from the knowledge of the instrumental design, and its operation conditions.378

Consequently, the effects on the signal can be anticipated through models379

and specific studies, in order to predict the type and magnitude of the im-380

pact that will occur according to each bias source. A correction can therefore381

be applied, to extract the useful spectra from the biased signal. However, as382

the spectrum of the biases’ effects can’t be perfectly known, a residual bias383

is still contained in the output signal. This study refers more specifically to384

the accuracy loss due to this remaining bias.385

386

5.1. Effective Spectral Radiometric Accuracy (ESRA)387

The wavelength dependence of these induced deformations of the radiance388

factor spectra dictates the severity of the resulting error made on the estima-389

tion of the atmospheric characteristics. The precision is especially degraded390

if the biases induce a distortion of the same spectral shape as a theoretical391

unbiased spectrum. Indeed, if the perturbations show similarities with the392

spectra of the observed scene, the discrepancy between the retrieval of the393

atmospheric characteristics using the RTM and their actual values will be in-394

creased. The fitting algorithm will not be able to distinguish the source of the395

spectral feature, whether it is due to the expected cause, here the absorption396
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by atmospheric components, or comes from an external effect like a potential397

bias. In order to account for the precision loss induced on the retrievals of the398

atmospheric parameters by these spectral similarities between the useful and399

biased signals, the Effective Spectral Radiometric Accuracy (ESRA) for the400

i-th retrieved parameter is used. As introduced in section 3.1, this require-401

ment was defined to ensure that the effect of possible measurement biases402

would not affect the retrieved values as to jeopardize the scientific objectives403

of the instrument. The global ESRA envelope for the SO2 and SO abundance404

retrievals, which are respectively 50% and 100% on a relative scale, should405

be achieved for 90% of the observations. It is expressed as follows:406

ESRAi = ∆λ ·
∑
j

Gij · (βj,measured − βj,true)

where βj stand for the radiance factor measured for the j-th spectral407

index, ∆λ the wavelength step, and Gij the so-called gain matrix. The es-408

timation of the ESRA will then allow to determine the sensitivity of the409

instrument to a certain type of bias. The contribution of each type of bias410

must however be estimated to verify that the specification is met, and iden-411

tify the most potentially concerning biases.412

413

This requirement formulation is based on a gain matrices formalism. The414

interest of this approach comes from the fact that all causes of bias can be415

treated independently and in a similar way. The biases are considered as416

small perturbations, so that the variations of the inverse RTM can be lin-417

earised as in the formula defining ESRA. As a result, the radiance factor418

deformations can be examined wavelength by wavelength, instead of exam-419

ining the effect of a global deformation of the spectra. Any spectral shape420
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of biased spectra can then be considered. Once the potential sources of bias421

are identified, their impact on the ESRA are assessed independently. For422

each relevant wavelength depending on the instrument’s channel, the result-423

ing bias on the atmospheric parameters are identified, and combined into a424

gain vector associated to a specific parameter of the RTM.425

5.2. Computation of gain matrices426

Two methods for the determination of the gain matrices have been im-427

plemented and are presented in the following sections. Both methods give428

similar results, but the second one reduces the computation time significantly,429

from about a week to a dozen minutes on a standard desktop computer.430

5.2.1. RTM inversion431

The first method implemented for the gain matrix computation relies on432

the inverse RTM. By introducing perturbations on a spectrum generated with433

the forward model with a specific set of parameters and by using the inverse434

RTM to find equivalent parameters associated to this deformed spectrum, the435

errors made on the retrieval of the parameters is deduced from the difference436

between the initial and the fitted quantities. The uncertainties related to the437

effects of spectral distortions on the results of the fitting algorithm can then438

be estimated. However, the determination of the precision loss caused by a439

bias is only valid for the tested deformation spectra. As the objective of the440

implemented method is to determine a gain vector, the perturbations must441

target a single wavelength, which allows to estimate the resulting deviation442

on the parameters for this specific wavelength.443

444

27



The process detailed hereafter is repeated for all the wavelengths inde-445

pendently. A radiance factor spectrum is first generated with the direct446

RTM from a set of parameters corresponding to a typical observation case.447

A single-wavelength disturbance of varying magnitude δβj = δβ(λj) is then448

introduced, and then a random error vector, following the prescribed SNR449

vs. wavelength function, is added over the entire spectrum. This locally dis-450

torted and noised spectrum then becomes the input data of the inverse RTM.451

The element of the gain vector corresponds to the proportionality coefficient452

of the relative error between the output of the inverse RTM and the input of453

the forward RTM, and the relative amplitude of the disturbance introduced454

on the radiance factor spectrum (Fig. 12):455

Gij(p) =

(
δpi/pi,ref

δβj

)
|βi ̸=j

This implies an assumption of linearity, which is valid if the introduced per-456

turbations are small. The gain matrix results in the stacking of the gain457

vectors, that refers to a parameter of the RTM (namely qSO2, img, rSO or458

Z2).459

For each channel, the gain vectors are computed for the wavelengths in460

the spectral range with a step corresponding to the spectral resolution. It461

results in wavelengths ranging from 190 to 380 nm with a 2 nm step for462

the LR channel, while the wavelengths are between 205 and 235 nm, with463

a 0.3 nm step for the HR channel. The results are shown in Fig. 13. The464

noisy aspect observed for wavelengths above 320 nm is due to numerical465

instabilities rather than expected spectral features, which is also indicated466

by the size of the error bars.467

The major drawback of this method is the long computation time of the468
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Figure 12: Gain vectors elements for each fitted parameter at 220 nm, for the LR channel
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Figure 13: Gain vector of each fitted parameter for the LR channel and Nominal scenario

gain vectors, as the calculation involves the fitting algorithm and is made469

for one wavelength at a time. This process however allows the estimation of470

error bars associated to the gain matrix elements.471
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5.2.2. Jacobian matrix inversion472

In order to optimise the process and reduce the computation time, a new473

approach has been implemented. This method consists in expressing the474

linearised RTM model in a matrix form. The gain matrix then corresponds475

to the matrix inverse of the RTM. As the iterative fitting algorithm isn’t476

involved in this process, the computation time is significantly reduced. This477

approach is valid in the linearity domain of the RTM, as it is based on the478

conversion through the matrices of perturbations on input parameters into479

perturbations on the radiance factors. It therefore implies small perturba-480

tions, as residual biases are expected to be.481

482

The matrix associated with the forward RTM, the Jacobian matrix (noted483

A hereafter), is first computed. It consists in the partial derivatives with484

respect to each variable parameter involved in the generation of the radiance485

factors. It is defined so that:486

δβj =
M∑
k=1

(
∂βj

∂ln(pk)

)
δln(pk) =

M∑
k=1

Ajk ·
δpk
pk

or


δβ1

...

δβN

 = A ·


δp1
p1
...

δpM
pM


It allows to convert a deviation on the input parameters ∆pk into a deviation487

on the resulting radiance factor spectrum for each wavelength ∆βj. This488

matrix has for dimension the number of variable input parameters of the489

model (M), as well as the number of points at which the radiance factors490

are estimated (N), which corresponds to the wavelengths (usually, N ≫ M).491

Each column of this matrix is a gain vector related to one of the input492

parameters of the forward RTM. They are computed one by one using the493
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forward RTM, before being stacked into the Jacobian matrix. To do so,494

several radiance factor spectra are generated from a set of parameters, each495

with a slight variation of a single parameter. The Jacobian matrix elements496

are retrieved from this set of spectra by a linear fit between the deviation497

on the radiance factor resulting from the introduced variation of the input498

parameter (Fig. 14).499
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Figure 14: Jacobian matrix elements for each fitted parameter at 225 nm, for the LR

channel and Nominal scenario

500

The inverse RTM can be expressed in the same way with the gain matrix501

(noted ”G”), which allows to convert a deviation in radiance factor δβj into502

a deviation in atmospheric parameters δpk:503

δpk
pk

=
∑
j

Gkj · δβj or


δp1
p1
...

δpM
pM

 = G ·


δβ1

...

δβN


It is then simply computed by inverting the Jacobian matrix, using a Moore-504

Penrose pseudo-inverse as the latter is not square. In order to stay consistent505
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with the method detailed in the previous section, the impact of the wave-506

length dependence of the random errors on the fitting strategy must also507

be considered. Indeed, the minimised cost function of the inverse RTM is508

favouring the wavelengths where the SNR is better, in order to estimate509

the parameters allowing the best coincidence between the initial and fitted510

spectra. This effect is introduced in the expression of the pseudo-inverse511

of the Jacobian matrix, as a square diagonal matrix S which represents the512

variance of the measurements (Sierk et al., 2014). Similarly to the Levenberg-513

Marquardt algorithm, the Moore-Penrose pseudo-inversion estimates the best514

solution for the inverse matrix using least square optimisation. The variance515

matrix allows to modify the contribution of each point to the cost function,516

by attributing a weight on the wavelengths depending on the SNR. The gain517

matrix is then computed as follows:518

G =
1

∆λ
·
(
AT · S−1 · A

)−1 ·
(
AT · S−1

)
with Sij = δji

(
βj

SNRj

)2

− ℓ · Lij

where L is a regularization matrix defined hereafter.519

The matrices of the various simulation cases are plotted in Fig. 16. It520

shows the wavelength-dependence of the sensitivity to bias for each param-521

eter retrieved by the fitting algorithm, and how a variation in the radiance522

factor level can lead to an over- or under-estimation of this parameter, de-523

pending on the sign of the gain vector. Correlations between the gain vectors524

can also be observed, especially between the qSO2 and img parameters, whose525

gain vectors have similar variations but inverted signs. Indeed, a lower radi-526

ance factor can be caused either by a deepening of the SO2 absorption bands527

with higher SO2 abundance, or by a global darkening of the spectrum with528

an increase of the UV absorber influence through the img parameter. The529
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fitting algorithm can then compensate the effect of a parameter by giving530

an opposite behaviour to another, leading to higher sensitivity to biases on531

these portions of the spectrum. Some intersections of the gain vectors are532

however close to zero, so the sensitivity to biases is consequently lower for all533

parameters simultaneously. These nodes can be found around similar wave-534

lengths for the different simulation cases and could be used as control points.535

536

Small instabilities on the Jacobian matrix are amplified in the inver-537

sion, which causes the gain vectors to appear noisy. As these fine spectral538

structures are not expected in the inversion’s output (for the LR channel),539

the gain matrix is computed using a modified variance matrix defined as:540

S − ℓ · L, where the regularisation matrix L corresponding to the discrete541

second derivative operator is combined to the initial variance matrix and the542

smoothness is adjusted for each scenario through the coefficient ℓ (Fig. 15).543

This parameter is set for the Nominal, MinPerf, and MaxPerf cases to re-544

spectively 7e-7, 1e-8 and 2e-5.545

L =



−1 1 0 . . . 0

1 −2 1 . . . 0

. . . . . . . . . . . . . . .

0 . . . 1 −2 1

0 . . . 0 1 −1


The sampling of the radiance factor spectra used to compute the Jaco-546

bian matrix elements can also influence the smoothness of the resulting gain547

vectors. The effect of the wavelength step of the radiance factor on the gain548

matrix aspect is shown in Fig. 17. The reference sampling value is considered549
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Figure 15: Jacobian and Gain matrices of the fitted parameters for the LR (top row) and

HR (bottom row) channels, for the Nominal scenario. Préciser la valeur de ℓ ? Elle me

semble d’ailleurs un peu faible ici, les variations selon une largeur typique moindre que la

résolution spectrale de LR ne sont pas significatives...

as half of the channel spectral resolution, namely 1 nm for LR channel and550

0.15 nm for HR channel. As the sampling is taken into account in the formu-551

lation of the gain matrix, through the ∆λ parameter, the amplitude of the552

resulting vectors is not modified. Small amplitude oscillations are however at-553

tenuated with an broader wavelength step, leading to a smoother aspect, but554

a wavelength step too wide can cause a loss of information, which suggests an555

optimal sampling of 5 nm for the LR channel’s gain matrices computation.556

As HR matrices are less impacted by these perturbations, the sampling used557

for the computation can remain at 0.15 nm.558
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Figure 16: Gain vectors of the fitted parameters for the LR (top row) and HR (bottom

row) channels, for the three scenarios: Nominal (left column), MinPerf (center) and Max-

Perf (right column) La matrice MaxPerf qSO2 semble toujours souffrir de la discontinuité

vers 280 nm que l’on a corrigée depuis...
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Figure 17: Non-regularised gain vectors of the fitted parameters with various samplings,

for the LR channel and Nominal scenario Sont-ce des matrices régularisées ? Ça semble

bruité à 0.5 nm
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5.3. Bias characterisation approach559

This section details the approach used for the allocation of error budgets,560

that aims to estimate a partition of the total ESRA specified envelope and561

the resulting allowable residual errors associated to each identified bias. As562

it is focused on the retrievals accuracy, this study relates to all biases that563

can affect the radiance factor, including direct perturbations of the measured564

signal, corresponding to Venus’ radiance, or effects that occur in the radiance565

factor processing from the measurements. The severity of the biases are then566

determined using the gain matrices, by multiplying the deviation they induce567

on the radiance factor spectrum by the gain vector of the relevant parameter.568

569

Two categories of biases are defined hereafter : “specific” or “generic”570

biases. The first category regroups the potential biases that have already571

been identified for VenSpec-U. The description of their effect on the signal or572

the derived radiance factor is therefore obtained from modeling of the instru-573

mental pipeline. Four specific biases have been identified, and are described574

in sections 5.4.1 to 5.4.4. The second category represents general types of575

signal alterations, which are not linked to specific phenomena or instrumen-576

tal effects and are therefore considered through simple analytical expressions.577

For instance, it corresponds to a constant offset or multiplicative factor on578

the measured radiance, which will be referred to as respectively “Additive”579

or “Multiplicative” biases in the following sections. Any effect introducing580

such perturbation of the radiance factor aims to be characterised in more581

details in the further development of the instrument and will ultimately be582

rather considered as a specific bias. However, the contribution of generic583
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biases in the analysis allows to account for the biases whose effects on the584

signal have not yet been precisely formulated. They are therefore acting as585

placeholder biases.586

5.4. Known specific biases587

5.4.1. Straylight588

One of the sources of bias that shall be encountered by VenSpec-U is589

the straylight. It refers to the light that doesn’t follow the nominal path in590

the instrument, and results in adding signal to unexpected locations on the591

detector, which induces a perturbation of the shape or level of the radiance592

factor spectrum if not properly corrected. Straylight can come from external593

sources, such as the reflection of the Sun on the spacecraft, but it can also594

be generated inside the instrument by reflection on internal surfaces or scat-595

tering by various optical elements. However, external straylight is limited by596

entrance baffles, which prevent most of the unwanted external light to enter597

the instrument’s field of view, and an internal baffle limits the overlapping598

between the channels’ areas on the detector.599

600

Studies have then been carried out by a contractor (Sophia Engineering)601

in order to characterise the impacts of the potential sources of straylight602

on the output signal. These studies have shown that the main straylight603

contributors in the collection subsystem are the lenses, mainly through scat-604

tering due to roughness and contamination, as well as intra-lens ghosts on605

a lower extend and mostly toward short wavelengths. In the spectrometer606

subsystem, straylight is mainly caused by in-band scattering of the filters607

and gratings, as other components like the detector window and mechanical608
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parts have a comparatively negligible impact. A typical spectral shape of609

the relative level of the straylight with respect to the useful signal level is610

therefore shown in Fig. 18. A correction of the bias can be applied once this611

shape is known. As mentioned previously, the focus of this study relates612

to the residual error made on this correction. To that end, an uncorrected613

percentage of the residual error is considered, but the shape of the spectrum614

distortion remains the same.615
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Figure 18: Residual straylight relative levels for LR (left) and HR (right) channels

616

It is then possible to deduce the deviation between a reference unbiased617

radiance factor spectrum and a spectrum containing a certain percentage618

of residual error (Fig. 19). The ESRA caused by straylight can then be619

determined, using the gain matrices.620
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Figure 19: Radiance factor perturbation by a straylight-induced bias, for various residual

error levels

5.4.2. Contamination621

Another source of bias comes from the transmission loss caused by the622

progressive deposition of contaminants on the surface of optical elements.623

The induced signal attenuation is computed with absorption coefficients rep-624

resenting the behaviour of a combination of typical materials prone to release625

contaminants, using data from Muscari (1980). It results in a higher absorp-626

tion toward shorter wavelengths, as shown is Fig. 20.627

The spectral deformation, which is here also assumed proportional to the628

uncorrected bias, is presented in Fig. 21. Unlike the cases of bias detailed in629

the other sections, the transmission loss is computed from a thickness of the630
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Figure 20: Residual transmission loss induced by contaminants for LR (left) and HR

(right) channels

contaminant deposit, expressed in nanometers. Instead of a percentage with631

respect to a typical level, the residual errors used for the ESRA computation632

corresponds to the uncertainty associated to the estimation of this thickness633

during and in between in-flight calibrations.634
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Figure 21: Radiance factor perturbation by a contamination-induced bias, for various

residual error levels

5.4.3. Solar spectrum variability635

The radiance factor provided by VenSpec-U is determined using the ob-636

served radiance of Venus and the Solar Spectral Irradiance (cf. Section 2.1).637

Knowledge of the solar spectrum is therefore essential to obtain a correct638

radiance factor estimation. It will ideally be provided by external monitor-639

ing of the solar spectra thanks to a dedicated instrument, similar to SO-640

LAR/SOLSPEC (Bolsée et al., 2017) or SORCE/SOLSTICE (Mcclintock641

et al., 2000). However, it implies that such instruments are set up at the642

same time as EnVision. Extrapolation of these data and modelling of the643

solar activity could also be used to provide potentially missing information644
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on the solar spectral irradiance, using information from previous solar cy-645

cles (Meftah et al., 2023).646

647

The discrepancy between actual and assumed solar spectral irradiance is648

therefore considered as a source of bias, whose impact on the retrieval accu-649

racy can be characterised using the gain matrices. To that end, the relative650

variability of the solar spectrum over the 11-year cycle is estimated (Fig. 22),651

considering the maximal deviation of the SSI between a solar maximum and652

a solar minimum, relatively to an averaged spectrum. Solar irradiance data653

are provided by the SOLAR/SOLSPEC instrument and covers the solar cy-654

cle 24 between 2008 and 2017. A spectrum from November 2014 is then used655

for the solar maximum, while a spectrum from August 2008 is used for the656

solar minimum.657
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Figure 22: Residual relative variability of the solar spectrum over the 11-year cycle, for

LR (left) and HR (right) channels

The impact on the radiance factor is then determined with respect to a658

typical radiance factor spectrum calculated with the averaged solar spectrum.659
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As a result, short wavelengths are more impacted by the uncertainties related660

to the variability, as shown in Fig. 23.
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Figure 23: Radiance factor perturbation by a bias on the solar spectrum, for various

residual error levels

661

5.4.4. Polarisation bias662

The last bias detailled here is caused by the sensitivity of the instrument663

to the linear polarisation of the incoming light. An error is indeed intro-664

duced if the behaviour of the instrument differs depending on the properties665

of the source (the so-called instrumental sensitivity), as the current instru-666

mental design does not involve any adjustments regarding this sensitivity.667

Two parameters must therefore be taken into account in order to estimate668

the impact of this type of bias on the radiance factor: the polarisation of the669
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incoming radiance measured by the instrument, which corresponds to the670

solar light backscattered by the atmosphere of Venus, and the sensitivity of671

the instrument to polarisation.672

673

A polarised radiative transfer model is used to compute the degree of po-674

larisation of the observed scene (Fig. 24). It estimates the linear polarisation675

by giving the first two elements of the Stokes vector for a pure nadir viewing676

angle and varying SZA, for each of the reference atmospheric scenarii. The677

degree of polarisation is derived from the ratio of these two elements, and678

can be interpolated for various atmospheric conditions with similar inputs as679

the RTM presented in Section 2.2.680
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Figure 24: Venus linear degree of polarisation for various SZA, for LR (left) and HR

(right) channels and MinPerf scenario

681

However, the simulation scenarios mentioned in the previous sections were682

defined from a radiometric point of view. They don’t necessarily account for683

the corresponding situation in terms of polarisation, for which the best or684
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worst cases can be reached for different observation configurations. The con-685

sidered illumination angles are therefore modified, in order to have a more686

relevant estimation of the ESRA associated to the polarisation effects, while687

the other parameters of the simulation cases remain identical. The following688

SZA are then considered: 50◦ for the “Nominal” scenario, 30◦ for the “Max-689

Perf” scenario, and a 70◦ SZA is kept to represent the worst conditions in690

the “MinPerf” case.691

692

The second parameter to take into account for the characterisation of693

the polarisation-induced bias is the sensitivity of the instrument (Fig. 25).694

It has first been estimated as step functions for broad wavelength ranges695

by considering the two types of components that have the most impact on696

polarisation, namely filters and gratings.697
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Figure 25: Residual polarisation sensitivity of the instrument, for LR (left) and HR (right)

channels

The resulting relative error committed on the radiance factor is then698
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derived from the relation:699

δβ(λ) = f(λ) ·W (λ) · cos(2α)

where f(λ) is the degree of polarisation of the source estimated with the700

previously introduced polarised radiative transfer model, W (λ) is the sensi-701

tivity of the instrument, and α is the rotation angle of the axis of the source’s702

polarisation around the instrument’s line of sight. Given the range of obser-703

vation geometries encountered by the instrument, it is a realistic assumption704

to consider a maximal absolute value of the cosine (α = 0◦ mod 90◦). The705

perturbation of the radiance factor, shown in Fig. 26, and the associated706

ESRA can then be deduced.707
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Figure 26: Radiance factor perturbation by a polarisation-induced bias for various residual

error levels

5.5. ESRA budget allocations708

5.5.1. Single source of bias709

Various biases have been studied with respect to the ESRA requirement,710

that was defined to ensure a suitable accuracy of the scientific products de-711

rived from the radiance measurements. The impacts of residual errors have712

been assessed independently with a common method, and can now be com-713

pared in order to identify the biggest contributions to the global ESRA bud-714

get.715

716

The severity of a bias results in a combination of two factors : the sen-717

47



sitivity to this source of error, given by the product of the induced radiance718

factor deformation and the gain matrices ; and the ability to correct it, which719

is yielded by the instrumental pipeline calibrations’ efficiency. The sensitiv-720

ity indicator is then defined for each bias as the inverse of the maximum721

allowable residual error (noted δx0) that would be obtained if it was the only722

source of error and consuming the entire ESRA budget. The sensitivity fac-723

tors of the four considered specific biases are shown in Fig. 27. Except for the724

contamination bias, which is computed for different values of contaminant725

deposit thickness, the yet identified biases are expressed as a percentage of726

a reference level. Consequently, a sensitivity factor below 1 corresponds to a727

maximum allowable residual error higher than the uncorrected bias. Stray-728

light then appears overall as the most impactful source of error, whereas the729

polarisation-induced bias seems to be negligible. The HR channel also seems730

to be less sensitive to biases. Indeed, since the resolution allows to observe731

finer spectral structures, it is less likely for a bias’ spectrum to be similar to732

these features, and then be mistaken for absorption lines.733

734
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Figure 27: Sensitivity to specific biases, for LR (left) and HR (center and right) channels

5.5.2. Contribution of multiple sources of bias735

Biases can however affect the radiance factor spectrum differently, whether736

their effects are opposite or located at different wavelengths. Some biases737

could then compensate each other to a certain extent, if the estimated resid-738

ual errors weighted by their severity are equivalent. On the other hand, the739

combined effect of the same biases could result in an amplified error on the740

retrievals, if one is under-corrected while the other is over-corrected.741

742

Once the effect of a bias is translated into a deformation of the radiance743

factor spectra, the associated ESRA can be determined via the gain matrices744

and the global error associated to a combination of biases is defined as the745

sum of the individual ESRA contributions. A statistical approach is then im-746

plemented, by randomly attributing a residual error level to each contributor747

49



with a uniform distribution, in order to define different envelopes: a domain748

allowing 100% compliance with the specification, on which a 10% margin is749

included to account for unforeseen biases, and a broader domain with 90%750

compliance. To enable a consistent comparison between processes of different751

nature, the space is normalised using the sensitivity indicator described in752

the previous section. Fig. 28 shows an example of the resulting envelopes753

in the normalised space, with the two generic biases previously mentioned,754

from which the associated residual error levels can be retrieved by inverting755

the normalisation factor.756
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Figure 28: ESRA compliance domains for a combination of two generic biases

757

Since the random draws of residual error levels are currently following758

uniform distributions, the Monte-Carlo simulation is not necessary, and the759
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radius of the 100% compliance domain (noted r100% hereafter) can be deter-760

mined analytically. The distributions should eventually be adjusted, so that761

the constraints related to each bias are taken into account and the explored762

domain can be more representative of the instrument. This approach will763

be introduced in the following section. In the normalised space, the size of764

these domains is indeed independent from the simulation scenarios, channels765

or ESRA levels, as this parameters are taken into account in the normali-766

sation factor. The radius of the domains then only depends on the number767

of biases (n) and the chosen ESRA margin (m). δx100% is considered as the768

normalised residual error for which the maximal ESRA level, corresponding769

to the required budget limited by the margin, is reached.770

ESRA(δx100%) = ESRAmax = ESRArequired · (1 −m)

This case occurs when there are no compensation between biases’ effects.771

The corresponding ESRA is then the sum of all contributions:772

ESRA(δx100%) =
∑
n

sn · δx100% = n · ESRArequired · δx100%

where sn is the normalisation of the proportionality coefficient between the773

ESRA and the residual error level, which is determined with the gain matrices774

and corresponds to
ESRArequired

δx0
. After normalisation, δx0 is equal to 1, and sn775

is equal to ESRArequired. As the different bias considered here are assumed to776

be independent, they should be summed quadratically (Pythagorean sum),777

and thus the resulting domain is a hypersphere of dimension n. The radius778

of the compliance domain can be determined using δx100%, with r100% =779

√
n · δx100%, the analytical expression of the radius is consequently:780

r100% =
1 −m√

n
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Two ways to consider a margin for the allocations of ESRA envelopes are781

therefore possible, either by lowering the global ESRA budget with the m782

parameter or by increasing the number of yet unknown biases.783

784

Considering six biases, the 100% domain is then achieved for 36% of the785

maximal allowable residual error, while the radius of the 90% compliance do-786

main corresponds to 78%. The corresponding allowable residual error levels787

obtained for each of these biases are summarised in Table 3. As they depend788

on the normalisation factor, which vary according to simulation case, channel789

or ESRA level, the most constraining values is retained.790

791

Residual error levels

Radiance factor biases 90% compliance 100% compliance

Additive (-) 0.029 0.013

Multiplicative (-) 0.025 0.011

Straylight (-) 0.091 0.042

Contamination (nm) 2.5 1.1

Solar variability (-) 1 0.475

Polarisation (-) 0.982 0.453

Table 3: Allowable residual error levels for the six identified biases

5.5.3. Discussion792

The random draws of residual error combinations are currently follow-793

ing uniform distributions within the explored domains. These distributions794
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should however be adjusted so that the residual error levels are more rep-795

resentative of the instrumental constraints. For instance, gaussian functions796

of small variance could be considered to concentrate the draws around lower797

levels of residual errors. As a result, the 90% compliance domain would be798

extended, since the resulting scattering of the sampled biases would make799

combinations of higher residual error levels less likely, and would then al-800

low to relax constraints for other biases. The 100% domain would however801

be less impacted by this different distribution, as it depends on the worst802

case in term of biases compensations and is inferred from the number of803

biases. It would then be broaden if the biases’ distributions are asymmetri-804

cal, which corresponds to a negligible contribution of a bias in the quadratic805

sum. Fig. 29 shows the new domains for the polarisation and contamination-806

induced biases using arbitrarily chosen gaussians with respectively 0.07 and807

0.6 standard deviations, leading to a 10% increase of the 100% compliance808

domain radius.809

810

Examples of distributions that could be considered for a combination811

of the six biases are plotted in Fig. 30. In this theoretical case, the 90%812

compliance domain radius would reach 95.7% of the maximal allowable er-813

ror, instead of the 78% that were obtained using only uniform distributions.814

These bias distributions are to be refined as the instrument’s behaviour will815

be better assessed and modeled, and according to the correction strategies816

that will be foreseen for each specific bias source.817
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Figure 29: Example of ESRA compliance domains for a combination of the polarisation-

induced and contamination-induced biases
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Figure 30: Examples of probability density functions for the Monte-Carlo simulation, for

the six identified biases
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6. Conclusion818

The UV spectrometer VenSpec-U onboard ESA’s EnVision mission will819

perform observations of Venus’ upper atmosphere, focusing on the sulphured820

gases and dynamical properties. After reviewing its scientific objectives and821

the instrumental concept, as well as reminding the main requirements regard-822

ing the retrievals accuracy, the approaches implemented for the random and823

systematic errors management were presented. Both studies rely on the Ra-824

diative Transfer Model that allows to convert a set atmospheric parameters825

into radiance factor spectra and inversely. This model has been developed826

for the data analysis of SPICAV/Venus-Express and has been adjusted to827

match VenSpec-U’s targeted wavelength ranges.828

829

First, the impact of random errors on the uncertainties associated to the830

atmospheric parameters derived from the inverse RTM have been studied.831

The aim was to investigate how the Signal-to-Noise Ratio could be altered832

while maintaining acceptable precisions and comply with the specifications833

that were defined to reach the scientific goals. It was then shown that the re-834

quired precisions are achieved in most cases, and new less constraining SNR835

boundaries have been estimated.836

837

Secondly, the approach implemented for the characterisation of the sys-838

tematic errors’ effects on the accuracy of the retrievals was introduced. This839

accuracy is estimated with the ESRA requirement and involves a gain matri-840

ces formalism, which allows to use a common method to treat independently841

the various sources of biases that could be encountered by the instrument842

55



during the mission. Two ways of computing these gain matrices using the843

Radiative Transfer Model, both in the direct and inverse form, were detailed.844

The method that could be adopted to allocate residual error levels for each845

biases was then presented. Contributions of multiple biases and their po-846

tential compensations were also studied, regarding the compliance rate with847

respect to the specifications. The presented results are however preliminary848

and will need to be refined in the future when instrumental knowledge has849

progressed and bias removal algorithms been defined, so that an updated850

study using the method introduced here will be more representative of the851

actual instrument. Moreover, even if the present study is specific to VenSpec-852

U, the formalism we used is more general in scope, and could be applied to853

other any spectral or imaging instrument as long as gain matrices can be854

computed from a (linearised) forward model.855
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S., Granzer, T., Bergond, G., Roth, M., Gallego-Cano, E., Chaufray, J.Y.,922

Robidel, R., Murakami, G., Masunaga, K., Kaplan, M., Erece, O., Hueso,923
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