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SUMMARY

Gravity inversion methods are able to recover density distributions in the Earth but they require
strong constraints based on various prior information. In the present study, our aim is to invert
gravity anomalies using existing geological models and density information in orogenic areas
like the extensively studied Pyrenees region. Geophysical exploration for resource assessment
using gravity and seismic data already accessible in this area has been performed to identify
potential fluid/gas reservoirs of economic significance. For a given pre-existing model defined
by different geological units and summarizing our knowledge of the area, we aim at retrieving
the density distribution within each unit. For this, we use an Alternate Direction Multiplier
Method to perform gravity data inversion by constrained by Interval Bound Constraints (IBC-
ADMM) defined as bounding distribution intervals of possible density values. To estimate these
bounding intervals, we first use a prior density model geologically compatible and obtained
using geological information, gravity modelling, seismological data and seismic models. In a
second step, we apply a Taguchi statistical analysis on representative density variations inside
each unit of the prior density model to estimate their impact on data residuals, and reduce
the parameter space prior to inversion. We perform the gravity data inversion constrained by
these Taguchi-derived density intervals and we estimate model uncertainties for these density
intervals. We apply the technique to the entire Pyrenees range at 2 km resolution. The sensitivity
analysis shows that the strongest variations on gravity data are obtained essentially in the Axial
Zone, in the middle and lower crust, and in the Upper mantle. Inverted densities are compared
to the prior model. They are increased in the central part of the Pyrenees Axial Zone while,
in the deeper structures (from middle crust down to upper mantle), they are decreased in the
Southern (Spanish) Iberian upper mantle and increased in the Northern (French) Eurasian
Upper mantle. A possible shortening of the Iberian lower crust—upper mantle system can be
assumed below the western part of the Axial Zone.

Key words: Gravity anomalies and Earth structure; Inverse theory; Numerical modelling;
Statistical methods; Wavelet transform; Crustal structure.

1 INTRODUCTION

Geophysical data inversion has long been a means to image the
subsurface and complement geological models. In the last decade,
the integration of both geophysical information and geophysical
inversion has been focusing a lot of interest. Taking geological in-
formation in geophysical inversions allows to regularize the inverse

problem and obtain models physically and geologically compatible
and consistent. To reduce model uncertainties, different approaches
have been developed to incorporate relevant geological informa-
tion, correlations between parameters or combinations of different
physics. Furthermore, petrophysical information can also be in-
troduced through clustering techniques. To constrain geophysical
inversions by geology information, level-set inversion approaches
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can be used to deform the geological structures in order to fit the
geophysical data while assuming constant properties in each pre-
defined geological rock unit (Zheglova et al. 2013; Li et al. 2014,
2017,2020; Sun & Li 2016; Kadu et al. 2017; Liu et al. 2018; Zhe-
glova et al. 2018). The number of lithologies was generally limited to
three at the most, but recent works of Giraud ez al. (2021a) have been
able to consider an arbitrary number of geological bodies. However,
as for other level-set techniques it is difficult to obtain models that
are compatible with the geology. To overcome such geological draw-
backs in the inversions, Giraud et al. (2022) have proposed to take
into account the geology at each iteration of geophysical data inver-
sion process by applying automated implicit geological modelling
techniques to correct the inverted model and provide the most geo-
logically compatible model as possible. This way, this geologically
compatible model allows to regularize the geophysical inversion
and produce a realistic and geologically acceptable model. In an on-
going study recently submitted for publication (Giraud et al. 2024),
this idea is further extended by integrating both the geological and
geophysical information into an iterative inversion procedure in
which the automated implicit geological modelling guides directly
the inversion search direction. However, the physical properties re-
main homogeneous in each deformed rock unit. In our work, we
prefer not to deform the lithologies and we rather explore another
approach in which we invert the gravity data to obtain density dis-
tributions varying around the initial rock unit density values. This
is done in the context of cooperative sequential inversion approach
described hereafter. This allows to respect both geophysical and ge-
ological structures and allow the unit boundaries to move smoothly
between adjacent lithologies and also create naturally new bodies.

To reduce uncertainties in the inverted models, two different joint
geophysical inversions combining different data sets and physics are
mainly used: simultaneous or cooperative inversions. As summa-
rized in the reviews of Lelievre & Farquharson (2016), Moorkamp
et al. (2016) and Ren & Kalscheuer (2020), single or multiple
properties can be improved using such multiphysics and multiple
geophysical data inversions approaches. This has been done for in-
stance by inverting both gravity and gradiometric data to obtain
density alone or seismic and gravity data to retrieve seismic veloc-
ities and density. Joint inversions can be performed by involving
structural constraints such as structural similarities between differ-
ent models as in Haber & Oldenburg (1997) and Gallardo & Meju
(2003), or petrophysical constraints using clustering approaches to
restrict inverted models in some space solution regions that respect
some statistics about the distribution of petrophysical properties
(Paasche & Tronicke 2007; Lelievre et al. 2012; Carter-McAuslan
etal.2015; Sun & Li2015,2016; Giraud et al. 2017,2019a, b; Maag
& Li 2018; Astic & Oldenburg 2019). Those two kinds of joint in-
versions allow to take advantage of the complementarity between
different data sets (geophysical data and petrophysical sample data
sets), but the simultaneous inversions can become computationally
very expensive in CPU time and memory storage when compared to
sequential and cooperative separate inversions. In this study, we thus
prefer to perform such cooperative inversions, following a similar
idea suggested by Lines et al. (1988) and Lines (1999) who sug-
gested that the information and models provided by the inversion of
one particular data set can be introduced as inputs and prior models
for the inversion of another data set. Another reason of using coop-
erative inversion sequentially is that we can integrate the inversion
of two different physics and their related data sets and models by
running numerical tools independently: for instance seismic data
and velocity and density models in one hand, and gravity data and
density models in the other hand.

| Prior density model |

J

I Taguchi-based variance and sensitivity analysis

|

| Estimates of interval bounds per lithological unit

|

| ADMM-based inversion constrained by interval bounds

2 cycles

| Inverted density model

1

| Final inverted density model

Figure 1. Integrated inversion procedure workflow: a first Taguchi-based
variance analysis is applied to the prior model perturbations and an estimate
of bound intervals is made to define a reduced model search space. A first
ADMM-based inversion constrained by those bound intervals is performed.
For each rock unit a new distribution of densities is obtained and new inter-
vals are obtained. A second ADMM-based inversion cycle constrained by
these new intervals is then performed and a final density model is obtained.

This sequential inversion methodology is motivated by the fact
that very few inversions have been applied to invert different data
sets and models related to different physics (such as seismics and
gravity) to reconstruct densities and seismic velocities at the crustal
scale and more particularly subduction zones such as intraplate
collisional areas. As a case study, we take the Pyrenees range (North
Spain and South France border area) which raises economic interest
due to the possible decarbonated resources potential (such as native
hydrogen, Lefeuvre et al. 2022). Teleseismic first arrival times or
full waveform inversion techniques have been applied to invert
temporary or dense seismic arrays through different projects such
as ECORS (Choukroune 1989), PYROPE (Chevrot et al. 2014,
2015) and OROGEN (Chevrot et al. 2018), and different models
of the crust and the upper mantle have been provided. Gravity data
inversions have been applied in that area with seismic constraints at
low resolution (10 km, Dufréchou et al. 2018) at the whole scale of
the Pyrennees or using density-P velocity cross-gradient similarity
constraints (Martin et al. 2021) at 2 km resolution along north—
south dense array seismic PYROPE profile crossing the western
Mauléon strong gravity anomaly. But those similarity constraints
are generally used as a conservative alternative in the absence of
more complete geological or geophysical prior information to derive
constraints for joint inversion. This is the reason why we perform
here our gravity inversions constrained by density intervals that
are geophysically coherent and compatible with existing geological
constraints.

In this study, we choose to perform an inversion of gravity
data guided by a geologically constrained model of the Pyrenees
which is available at Bureau de Recherches Géologiques et Minicres
(BRGM) website and is derived from the work of Wehr (2017) and
Wehr et al. (2018). This model incorporates all sorts of information
in the Geomodeller sofware, including seismic data and models.
This model (also called model II and proposed by Wehr (2017,
2018) as the most representative among other models), was derived
using seismic modelling for structures at depth, geological maps
and also gravity forward modelling and geological knowledge. In
other words, our gravity data inversions are constrained with den-
sities restricted within regions of the solution space that respect
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Figure 2. (a) Real CBA data from BGI database, (b) inverted CBA, (c) CBA computed for the prior model of Wehr et al. (2018) with a mantle density value
0f 3259 kgm—? in both the Iberian and Eurasian regions or (d) for the same prior model of Wehr et al. (2018) but with a density mantle of 3150 kgm—3 in the
Iberian region. Five south-north PYROPE and OROGEN seismic profiles (A—A’ to E-E’) and five west-east profiles (H1 to H5) superimposed on the real CBA
data from BGI database. The acronyms L and SG within the figures represent Labourd and Saint-Gaudens towns locations in the Mauléon and Saint-Gaudens

basins, respectively.

geological information. These constrained gravity data inversions
are a cooperative modelling effort where gravity data are used to
derive intraunit density variations and to investigate more finely the
hypotheses that were made in deriving the original model. A scheme
illustrating the whole integrated inversion procedure is shown in
Fig. 1. Our inversion workflow consists in three successive steps.
In a first step, we perform a gravity data sensitivity analysis applied
to perturbations of the prior model. Those perturbed prior density
models are respecting the most they can the geological structures
in the crust and the upper mantle. For this, we project on our dis-
cretization mesh these initial homogeneous density models related
to the lithological units coming from geological information and
the teleseismic data inversions, and we apply to these lithological
densities a probabilistic Taguchi-based procedure (Taguchi 1987)
to estimate the impact of the variations of each density unit on
gravity data. This allows first estimates of density bound intervals
to improve gravity data inversion. In a second step, we perform an

inversion of gravity data constrained by such intervals to obtain
a first inverted density model and assess new uncertainty/bound
intervals around the inverted density values. These new interval
bounds are thus taken as the standard deviation (STD) distributions
per lithology around the mean density value in each lithology. In a
third step, gravity data are inverted constrained by these new bound
intervals.

To perform such gravity inversions constrained by spatially vary-
ing density bounding constraints defined by geological units and
petrophysical information, we extend and apply a specific version of
the DIBC-ADMM (Disjoint Interval Bounding Constraints-based
Alternating Direction Method of Multipliers) procedure of Ogarko
et al. (2021) at each inversion step. The DIBC-ADMM is based
on the ADMM methodology of Boyd er al. (2011) and is able to
provide numerically stable inversions for inequality or bounding
constraints (different and disjoint bounding intervals being possi-
bly considered on each density voxel). Even if the DIBC-ADMM
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Figure 3. North—south vertical sections (top, a) and west—east sections (bottom, b) of original lithologies along the seismic profiles. Units of both abscissa and
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(a)

(b)

Rock unit

c-c 9 Upper mantle

8 Hydrated mantle
7 Upper crust
D-D’ 6 Middle crust

5 Lower Middle crust
4 Lower crust

E-E 3 Cenozoic

2 Mesozoic

1 Axial Zone

Depth (km)

150 2 250
West Distance (km) East

vertical coordinates are in kilometres.
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Figure 4. Horizontal sections at depth of original lithologies along the seismic profiles. Units of both abscissa and vertical coordinates are in kilometres.

approach can be applied here, we will rather call the method as
IBC-ADMM from now on everywhere in this study because we
apply here an DIBC-ADMM version which introduces single Inter-
val Bound Constraints (IBC) on each density model voxel during the
inversion procedure. Our idea is to integrate bounding constraints
that are first estimated through probabilistic metrics derived from
the Taguchi method (Taguchi 1987; Taguchi et al. 2005) and to
apply this method to pre-existing geological units.

Here, we thus aim using the IBC-ADMM bounding constraints
to take into account prior geological models as well as a gradi-
ent smoothing to reduce high-frequency noisy model perturbations
while allowing pre-existing geological interfaces. Besides, by tak-
ing different density anomaly intervals, it is possible to retrieve
new density contrasts that can depart from the original lithological
density values and expect this way to reveal the presence of hid-
den lithological features. But first, it is important to provide a first
interval set of bounding values. This is generally enabled by clas-
sical Monte-Carlo (MC) based random probabilistic approaches.
However, this may turn out to be too computationally expensive.

Table 1. Lithologies of the Pyrenees structure.

Density
Rock unit (Parameter) (kgm—?)
1. Basement/Axial zone 2660
2. Mesozoic sediments 2600
3. Cenozoic sediments 2400
4. Lower crust 2810
5. Iberian Lower Middle crust 2780
6. Middle crust 2755
7. Eurasian upper crust 2610
8. Hydrated mantle 3090
9. Upper Mantle 3260

Therefore, to mitigate this, we use a Taguchi analysis approach
(Taguchi 1987) that is able to give the impact of the variation of
the inversion procedure’s hyperparameters represented by the den-
sity model bounds. It reduces drastically the number of runs when
compared to an MC analysis as we detail in this study. Once those
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Table 2. Per cent contribution P; of each lithology i on the gravity data residuals for 3, 5 and 7 per cent density perturbations.

Rock unit (parameter)

Minimum/maximum impact P; (per cent) Average impact P;(per cent)

1. Basement/Axial Zone 0.0009 /20 2.4/2.46/2.46
2. Mesozoic sediments 0.00026/8.2 0.64/0.59/0.69
3. Cenozoic sediments 0.00049/1.8 0.21/0.25/0.23
4. Lower crust 5/10.5 7.1/7.8/7.5
5. Iberian Lower Middle crust 0.0012 /10.1 1.6/2.6/2.7
6. Middle crust 2.018 /20.5 5.1/4.96/5.2
7. Eurasian upper crust 0.00044/12.4 1.71/1.8/1.72
8. Hydrated mantle 8107%/1.8 0.1

9. Upper mantle 69.3/88 79

100 T T

10 |

Impact on gravity data (%)

0.1

T T T

3% variation Average Impact —+—
5% variation Average Impact —»w—
7% variation Average Impact —»—
3% variation Max impact —&—

5% variation Max impact
7% variation Max Impact

1 2 3 4

5 6 7

Geological structure number

Figure 5. Minimum and maximum percentage contribution P (say impact for conciseness) of each lithological unit for 3, 5 and 7 per cent density variations.
Curves are shown in semi-logarithmic scale to better show the differences between them.

intervals are defined then the IBC-ADMM based inversion (see
Ogarko et al. 2021, for details about the IBC-ADMM algorithm)
is used to recover new models as well as new model bounding
constraints consistent geologically and geophysically. The IBC-
ADMM is implemented in the Tomofast-x inversion code as in
Giraud ef al. (2021b).

This study is organized as follows. In a first section, we introduce
the gravity data and the pre-existing models that we use for the
gravity data inversions at the whole scale of the Pyrenees range in
south France taken as a case study to test our inversion workflow.
Then, we explain the main steps of the Taguchi method and the
different metrics involved without too exhaustive details and show
how the density variations of the different lithologies are impact-
ing the misfit between observed and computed gravity data. In a
third section, we show the main results of our gravity inversions.
In a fourth section, we discuss the models obtained and provide
some mechanical and geological interpretations. More particularly
we show how the method is able recover the main features of the
Pyrenean range such as the strong asymmetry at depth between the
northern and southern sides of the Pyrenees as well as evidence of
previously unrecognized shallow features in the Axial Zone (AZ)

and in the intraplate collision area. In the last section, we provide
some conclusions and develop perspectives opened by this work.

2 GRAVITY DATA AND PRIOR
DENSITY MODELS IN THE PYRENEES

2.1 Initial model of the Pyrenees

We consider the Pyrenees mountain range for validation and test-
ing of our inversion method since it is a well-studied pilot site
for developing innovative geophysical exploration methods and be-
cause some geological questions still remain (Chevrot et al. 2018,
2022). In particular, the Pyrenees region was the focus of many
geological and geophysical studies because it has been the the-
atre of an intraplate collision defined by the subduction of the
Iberian plate beneath the Eurasian Plate as described in Choukroune
(1989). Furthermore, it shows a clear asymmetric structure (Chevrot
et al. 2018). In the north-western side, high compressional veloc-
ities are appearing at depth with an uplift of the Eurasian upper
mantle. Strong gravity anomalies appear on the Complete Bouguer
anomaly (CBA) map in the Mauleon basin and Saint Gaudens
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Figure 6. Impact (in per cent) of 5 per cent density variations of the 9 rock units on gravity data misfit.

[see Fig. 2 showing the gravity data provided by the BGI (Bu-
reau Gravimétrique International), Geodesist’s-Handbook 2012;
Balmino et al. 2012, https://bgi.obs-mip.fr]. Many studies have
been led on the anomalies of that area through geological studies
or geological modelling constrained by gravity data (Clariana et al.
2022) as well as inversion of seismic and gravity data inversions
(Wehr 2017; Pedrera et al. 2017; Chevrot et al. 2018; Wehr et al.
2018; Pedrera et al. 2018; Lescoutre 2019; Gémez-Romeu et al.
2019; Martin et al. 2021). Furthermore seismic imaging through
the inversion of teleseismic data collected by the PYROPE, IB-
ERARRAY and OROGEN campaigns (Chevrot et al. 2014, 2015;
Wang et al. 2016; Chevrot et al. 2018) have provided seismic ve-
locity images (and also sections of migrated receiver functions)
showing upper-mantle exhumation with an uplift close to the sur-
face in the western and central parts of the Pyrenees. This exhumed
mantle is also what we call here a Hydrated mantle. However, the
reconstruction of vertical steep dipping structures is difficult when
using seismic techniques. In Wehr et al. (2018), nine main litho-
logical structures have been identified (see Figs 3 and 4), but the
gravity data misfit computed with those seismic models and the ge-
ological information collected in the area still remains greater than
the measurement errors (1.5 mGal approximately). This can maybe
due to the presence of steep or vertical structures not easy to image

with seismic approaches or due to the presence of smaller scale
bodies not taken into account in the modelling or of smaller varia-
tions in the geometry of the recovered units. As a complementary
alternative to seismic imaging, we can use gravity data inversion to
provide good lateral resolution of the density anomalies. We thus
use the geological model consisting of 9 main geological units and
the related densities obtained by Wehr (2017) and Wehr et al. (2018)
at 2 km resolution as a first a priori model for our gravity data in-
versions over all the Pyrenees range. However, we want to note
that the mantle densities provided by Wehr ez al. (2018) seem to be
overestimated in the Iberian region south from the AZ since their
computed gravity anomalies are totally overestimated there. On the
contrary, the Eurasian Mantle densities seem to be underestimated
in the French (Eurasian) area north to the AZ. Those are also some
of the main reasons leading us to new inversions in order to provide
more accurate density distributions in the Iberian region and also in
the AZ.

In a first step, a sensitivity analysis based on Taguchi method is
applied to the prior densities of each unit for estimating the impact
of variations of the unit densities on the gravity data misfit (density
variations smaller than 7 per cent were considered to be enough
in our analysis). This way, first estimates of reasonably physical
bounding intervals are tested in our IBC-ADMM-based gravity
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Figure 7. (a) Deviations of the gravity responses of all the Taguchi model combinations from the real gravity data at all observation points, for 3 per cent (left,
a), 5 per cent (right, a) and 7 per cent (bottom, a) density perturbations. (b) Gravity residual Variances related to the real gravity data and the responses of all
Taguchi model combinations for 3 per cent (left, b), 5 per cent (right, b) and 7 per cent (bottom, b) density perturbations. Variances are too high for the 7 per
cent perturbation case.
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Figure 8. For a 3 per cent prior model ADMM bounding perturbation:
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smoothing, ADMM bounding constraint) to the global cost function through
inversion iterations for different model damping, model gradient damping
and initial ADMM parameters.

inversions. Since shallowest densities of Mesozoic and Cenozoic
are more constrained due to petrophysical information and have
also smaller values than those of deeper structures (middle crust,
lower crust and mantle), the interval bounds are narrower close to the
surface and broader when getting deeper structures. The densities
of middle/lower crust and mantle regions will thus evolve with
more freedom during the inversion. As detailed in the following
sections, we perform our inversions at 2 km resolution.
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Figure 9. For a 5 per cent prior model ADMM bounding perturbation:
evolution of each cost function contribution (data misfit, model and gradient
smoothing, ADMM bounding constraint) to the global cost function through
inversion iterations for different model damping, model gradient damping
and initial ADMM parameters.

2.2 Gravity data sets

We aim at inverting the complete Bouguer gravity anomaly data pro-
vided by the BGI over a computational domain depicted in Fig. 2(a)
with [—2.25,2.75]x [41.5,44.2] dimensions and covering both the
French and Spain regions. This area has a dimension of 400 km
in longitude x 240 km in latitude. To reduce the computational
time, we make the choice here to project all those gravity data on
a regular 24120 (201 x 120) data points grid that contains all the
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Figure 10. For a 5 per cent prior model ADMM bounding perturbation and
an initial ADMM weight daqmm = 1073: evolution of each cost function
contribution (data misfit, model gradient smoothing, ADMM bounding con-
straint) to the global cost function through inversion iterations for different
model damping, model gradient damping and initial ADMM parameters.

seismic PYROPE (1 and 2, i.e. A—A’ and B-B’) and OROGEN pro-
files (profiles 3, 4 and 5, i.e. C-C/, D-D’ and E-E/, see Fig. 2).
The data coordinates are converted to UTM coordinates. Average
spacings around 2 km in longitude and 2 km in latitude are consid-
ered. Gravity anomalies varying between —112-and 30 mGal are
observed, with the strongest anomalies being present in the western
part of the Pyrenees. More particularly, the highest anomalies are
clearly significant in Mauléon and Saint-Gaudens regions.
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Figure 11. For a 5 per cent prior model ADMM bounding perturbation and
an initial ADMM weight otagmm = 10~7: evolution of each cost function
contribution (data misfit, model gradient smoothing, ADMM bounding con-
straint) to the global cost function through inversion iterations for different
model damping, model gradient damping and initial ADMM parameters.

We now consider a first-order 3-D prior density model available
from BRGM website at 2 km resolution and obtained by Wehr
(2017) with the Geomodeller tool (Lajaunie et al. 1997; Calcagno
et al. 2008; Guillen et al. 2008) which is based on a stochas-
tic inversion procedure approach (https://www.brgm.fr/fr/logiciel/
geomodeller). Geomodeller has introduced different kind of infor-
mation (geological and gravity data as well as 1-D seismic profiles
along six transects of PYROPE and OROGEN data sets). A first in-
verted density model is obtained by using Geomodeller solver and
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Figure 12. Histograms of inverted densities per lithology (distributions of density versus corresponding number of density values) with a &= 5 per cent variation

of the prior model and final STD shown by the dashed lines.

constrained by geological information. In a second step, a prior seis-
mic model is obtained from this density model by using a density—
velocity correlation law of Nafe—Drake type (Ludwig et al. 1970).
Then seismic traveltimes are inverted by using a ray-tracing inver-
sion solver detailed in Noble ef al. (2014). Densities can be corrected
again by applying the Nafe—Drake correlation law, and a new model
is provided. This model differs slightly from the one published in
Wehr et al. (2018). This can explain different means and discrep-
ancies of 10s of mGal between computed and real gravity data,
mainly in the southern/Iberian region. The different rock units and
their densities are given in Table 1. This model has been obtained
on a 2 km regular grid of 34800 gridpoints (240 in longitude x 160
in latitude x 36 in depth) in the Lambert93 system of coordinates.
These coordinates are also converted on a UTM coordinates grid to
be consistent with the gravity data UTM coordinates. The domain
covered by the gravity data (400 km in E-W direction x 240 km in
N-S direction) is smaller than the density anomaly model (480 km in
E-W direction x 320 km in N-S direction x 72 km in depth) which
is laterally extended by model invariance with an external padding
to reduce much more the edge effects. These external padding re-
gions involve two 20 km wide extra cells in N-S direction and two
30 km wide extra cells in E-W direction, one extra cell on each
vertical outer layer of the density model. The whole density model
has thus a total size of (480 + 2 x 30) km x (320 + 2 x 20) km
x 72 km = 540 km x 360 km x 72 km. We define the density
anomalies Ap = p — p, in the crust (from the upper surface down
to a 30 km reference Moho depth) with a reference crust density of
2670 kgm—3, and Ap = p — p,, beneath this Moho for a reference
mantle density p,, of 3260 kgm—>. In all the present study, the
computations of the gravity fields involved in the forward and also

the inverse problems are performed by using a solid body approach
of Blakely (1995) based on rectangular prisms as detailed in some
of our recent works (Martin et al. 2013, 2017, 2021). We take into
account the topography-bathymetry model ETOPO1 ( Imn arc =~
1.8 km resolution) of Amante & Eakins (2009) that we interpolate
on our 2 km resolution data grid. When computing the gravity data
anomalies, all the rectangular prisms have the same vertical size
except at the top of the computational domain where the height
of each cell is adapted from the sea level up to the topography. In
Fig. 2, we can observe the gravity data calculated with the a pri-
ori model of Wehr et al. (2018) on the topography (Fig. 2c) and
also its difference with the observed gravity data (Fig. 2a). The
strongest positive anomalies in the Pyrenean axis are located in the
Labour/Mauléon (label L) region with up to 30 mGal values while
strong negative anomalies up to 80 mGal are present in the east-
ern axial part of the Pyrenees. However, the differences between
observed and prior anomalies are essentially strong in the southern
and also the northern side. Indeed, in Fig. 2(c), a constant prior
density of 3259 kgm—? in both the Iberian and Eurasian mantle
lithologies does not seem to be adequate to explain the real grav-
ity data, more particularly in the Iberian region. Alternatively, in
Fig. 2(d), the Bouguer gravity anomaly data are computed with an
Iberian mantle density value of 3150 kg m—> and their magnitude
are closer to those of the observed anomaly data. It thus seems that
a lower mantle density must be taken into account when modelling
this region or in future studies in the Pyrenees. This is another
reason of performing our present study. Therefore, we aim here at
reducing these differences by estimating the perturbations of the
prior densities that influence the data residuals the most and that
will constrain the gravity data inversions. We thus perform a first
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Figure 13. Histograms of inverted densities per lithology (distributions of density versus corresponding number of density values) obtained after the second
step (distribution between dashed lines) for interval variations of the prior models equal to == STD (a) or &= 1.5 STD (b) for the STD obtained in the first step

(same histograms as in Fig. 12). Final STD are shown by the dashed lines.

statistical study of the impact of the variations of the prior densities
to have a first estimate of the intervals of possible density values
and to be able to perform inversions submitted to IBC-ADMM con-
straints as discussed in the following sections. Furthermore, once
those intervals are defined, the IBC-ADMM method is also useful
to recover intraunit variations, which is an advantage over other
methods such as level set-based techniques for instance. Our ge-
ologically constrained ADMM inversion method is able to detect
and estimate the density variations in both the French and Spanish
parts in order to retrieve the observed anomalies as in Fig. 2(b).
To show the robustness of our ADMM inversion to the bound-
ing constraints and their consistency with the Taguchi sensitivity
analysis, we perform two different inversions in Section 3: a

first one with a 3259 kgm—3 prior density in both the Iberian
and Eurasian upper-mantle lithologies and a second one with
prior density values equal to 3150 kgm—> in the Iberian up-
per mantle (IUM) and 3259 kgm—> in the Eurasian upper
mantle.

3 DENSITY MODEL BOUNDING
CONSTRAINTS ESTIMATES BASED ON
TAGUCHI ANALYSIS

We aim now at improving the density model by inverting the data
anomalies under bounding constraints, those constraints allowing
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Table 3. Average density and STD of densities per lithology after inversion.

Rock unit Average/Std deviation with new model Min/Max inverted densities
(kgm=?) (kgm™—3)
1. Basement /Axial Zone 2657/64 2527/2793
2. Mesozoic Sediments 2593/38.4 2470/2730
3. Cenozoic Sediments 2405/37.4 2280/2721
4. Lower crust 2798/26.3 2670/2950
5. Iberian Lower Middle crust 2758/30 2641/2918
6. Middle crust 2747/37 2618/2892
7. Eurasian upper crust 2608/28.7 2480/2740
8. Hydrated mantle 3111/53.9 2935/3243
9. Upper Mantle 3233/24.7 3087/3411

to reduce the parameter search space. For this, we follow the global
workflow of the integrated inversion procedure (Fig. 1) in which
we proceed in three successive steps : -(1) a sensitivity analysis
to estimate the density bounding interval constraints, followed by
(2) a data inversion performed under those constraints and (3) a
second inversion constrained by the intervals derived from the pre-
vious inversion. In a first step, we thus need to estimate inversion’s
hyperparameters defined by preliminary possible density values in-
tervals. For this, we choose to use a statistical analysis method
based on Taguchi method (Taguchi 1987; Taguchi et al. 2005). This
method allows evaluating the impact of the density perturbations of
the a priori geological units on the gravity data residuals. Gener-
ally, uncertainties around the a priori model can be done through a
classical MC analysis. But this is very time consuming due to a too
large number of random simulations (thousands of runs) to be made
to explore the whole parameter space. We want here to emphasize
and stress again that we use the Taguchi method as an alternative
to reduce the parameter space (Mistree ef al. 1993; Plazolles et al.
2015), the Taguchi method being less time consuming than MC
analysis by several orders of magnitude.

The MC analysis can determine the set of parameters that are giv-
ing good results (characterized in our case by the minimized data
misfit at each observation point). However, it requires a huge num-
ber of model responses that are computed for randomly generated
values of input parameters. Alternatively, the Taguchi method rather
computes a reduced number of computations obtained by selecting
representative input parameter values and by combining them ac-
cording to the so-called orthogonal arrays (OA, Taguchi 1987; R.C.
Bose 1952). For instance, 9 independent computations can be per-
formed for less than 4 input model parameters, or 27 independent
computations for less than 13 parameters, etc. As a consequence,
the Taguchi method determines which parameters are impacting the
most the variations of the results or not. This method is thus a good
candidate to estimate the uncertainties of the model densities that
are expressed as probabilities of impact on the results defined here
as the gravity data residuals.

In practice, the Taguchi method consists in finding how model re-
sults respond to variations of input parameters. It takes into account
uncertainties around representative values of the model parameters
and permits one to identify which parameter(s) have the most in-
fluence on the variation of the results of a model. Each simulation
experiment of the Taguchi analysis is built by combining the repre-
sentative values of the input parameters according to levels defined
by OA (matrices) (Taguchi 1987; R.C. Bose 1952). This ensures
that each input parameter is varied at different levels, and the ef-
fects of the parameters on the output response are studied using
these OA. An OA is defined essentially by three numbers: (1) the
number of levels (the number of different values taken by one model

parameter), (2) the factor number (i.e the number of columns, one
column representing one parameter that can take one among the
three possible values for a given experiment), and (3) the number of
rows (one row per experiment, with one combination of perturbed
input parameters). Here, we take a number of levels equal to 3 (per-
turbed input parameters), a factor number equal to 9 representative
input parameters (one per lithology), and a number of rows equal to
27 (each row corresponding to one experiment defined by forward
modelling runs for a combination of the 9 parameters). This num-
ber of 27 rows comes from standard OAs predefined and tabulated
by Taguchi (1987, see also Phadke 2021) and is thus imposed by
construction.

We want to note that the Taguchi-based variance analysis is spe-
cific to each experiment, each data set and each parameter config-
uration (i.e number of elements and spatial distribution of the data
set, computational domain resolution/cell sizes, number of factors, 1
factor representing one rock unit and number of levels/perturbations
per rock unit). For a different configuration, we will have different
results. In the present study, we choose three levels (mean value
and + a perturbation) because this is what Taguchi (1987) recom-
mends when a parameter uncertainty exists (following a Gaussian
distribution or not).

In our case, the OA is the L,7_3 (i.e. 27 rows and 3 levels for each
parameter). One of the main important points is to define three un-
certain values for each parameter, those values corresponding to the
three levels. Commonly, a normal distribution is assumed around
each input parameter, with a mean value p and a tolerance pertur-
bation A, possibly defined by an STD. Therefore, as usually done,
we choose three different representative values of each parameter,
represented here by the prior density p assigned to each of the nine
lithological units, and equal to p, p &= A ,. Each representative level
corresponds to one of these values (Phadke 2021). For instance :
level 1 corresponds to p — A, level 2 to p and level 3 to p + A,.

Now, we define the following quantities that are needed for the
Taguchi-based variance analysis:

(i) the number of experiments N (rows of the OA L) here equal
to 27 runs;

(i1) the number of parameters M of the model (columns of the
OA L) here equal to 9 units;

(iii) the number of degrees of freedom f; = L; — 1 is here equal
to 2 for each parameter i (L;=3 being here the number of possible
values taken by the parameter 7);

(iv) the correction factor CF = (Z'M:T‘y’)z
gravity data for each run r;

(v) the SS7 = ¥ 32 — CF;

S 2

, where y, is the misfit

(vi) the SS; = , — CF, where k; is the number of differ-
ent values taken by the parameter 7 (here £; is equal to 3), n; is the
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Figure 14. Maps of inverted gravity residuals’ variances related to each STD-based ADMM intervals.

Table 4. Minimum, maximum, mean STD values of gravity data misfits as well as kurtosis and skewness (no units because non-dimensional numbers) of those
STD values for the inversions performed with prior density models obtained from the first inversion step and by taking density anomalies ADMM bounds

defined as & 0.5, 1, 1.5 and 2 times the STDs of this prior model.

Prior model STD (kgm—?3) Min/Max (mGal) Mean (mGal) Data misfit STD (mGal) Kurtosis Skewness
0.5 —6.3/11 0.4 41.8 1.3
1 —4.4/8.1 0.4 27.6 0.8
1.5 —3.7/7.8 0.4 31.6 22
2 —4.6/7.4 0.4 39 2.7

number of simulations (here equal to 9) performed for a given value
of the parameter 7, A; is the sum of the data misfit values obtained
for the jth value of parameter i;

(vii) the variance V; = 5_21, i being either a parameter or the error
Err;

(viii) SSgr = SSr — Z,A; SS; is a metric applied on the error
Err of the method;

(ix) fr = N — 1 is the total number of degrees of freedom (here
equal to 26);

X) fer = fT — Zfi \ fi is the number of degrees of freedom of
the error (equal to 8 = 26 — 2x9 here);

(xi) SS! =SS; — f; X Vg is the pure sum square of a parameter
i

(xii) the per cent contribution P; = 100SS;/SS of each param-
eter i on the gravity data misfit;
(xiii) the variance ratio F; = V;/ Vg, for each parameter ;.

To determine the level of confidence of the results, the per cent
contribution P; and the variance ratio F; for a given parameter
i are needed. P; measures the impact of a given parameter i on
the response when compared to the other parameters. The higher
it is, the bigger influence it has. The variance ratio F; allows one
to determine the confidence level associated to a really significant
contribution of an input parameter i to the variation of a given
result (represented here by the misfit data). The F; value is then
compared with the values « provided by the F—tables for a given
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Figure 15. Relative differences of the inverted models obtained respectively for a 3150 kg m—? (left) or a 3250 kg m—3 (right) prior TUM density respect to a

3250 kgm—2 prior IUM density.

level of significance. If this value is smaller than a corresponding
value « of the F'—table given in Roy (1990), then this parameter
is not contributing to the variation of the response. For instance, in
the present study, the number of degrees of freedom is equal to 2
for each parameter (rock unit) and equal to 8 for the error. In this
case, according to the F-tables, the value « is equal to 3.55 for a
level of significance of 0.01. For all the Taguchi analyses performed
hereafter in this section for different parameter perturbations, all the
variance ratios F; for each parameter 7 are greater than a minimum
value as high as 2.796 x 107. Therefore all the variance ratios F;
are much greater than the significant level o, which means that the
different parameters 7 have significant impacts P; for corresponding
levels of confidence up to 99 per cent (i.e. a level of significance
of 1 per cent). This validates the results of the Taguchi variance
analysis in our specific case.

Here, we consider the prior densities provided in Table 1 and
assigned to each geological unit of the Pyrenees model as shown
in Figs 3 and 4. We then perform three different Taguchi anal-
yses, a first one with a density perturbation A, = 3 percentp
of each unit of this Pyrenees model, a second one with a per-
turbation A, = 5Spercentp, and a third one with a perturbation
A, = Tpercentp. We then estimate the different metrics defined
previously, and more particularly the per cent contribution P; of
each rock unit 7 given in Table 2 on the gravity data misfit (i.e.
difference between the observed and simulated gravity data). In
Fig. 5 and Table 2, we can observe that, in average, the rock
units 9 (upper mantle) and 4 (lower crust) have more influence
(79 and 8 per cent average contribution, respectively) on the grav-
ity data misfit over the whole studied area while the rock units 1
(basement/AZ) and 6 (middle crust) are presenting strong influ-
ences but on more localized areas (the AZ for rock unit 1, and the
northern and southern sides apart from the AZ for rock unit 6 with

maximum per cent contributions of 20 and 20.5 per cent, respec-
tively, and average contributions of 2.5 and 5 per cent each). Then,
the Eurasian upper crust (rock unit 7) has an influence essentially
in the northern part (10 per cent in average with maxima up to 12.4
per cent), while the lower middle crust (rock unit 5) has an influence
in the southern/Iberian part (with a similar 10 per cent impact in
average). Finally, the rock units 2 (Mesozoic sedimentary layer), 3
(Cenozoic sedimentary layer) and 8 (Hydrated upper mantle) have
very few influence on the per cent contribution with less than 1 per
cent average impact, and more precisely with 0.7, 0.25 and 0.2 per
cent average contribution on the gravity data misfit, respectively.
Those lithologies (Cenozoic and Mesozoic sedimentary basins and
Hydrated upper mantle) have small impacts because the density val-
ues of the prior model are already close to the actual values and/or
their volumes are significantly small compared to those of the up-
per mantle, the different crustal layers and the AZ. However, some
maxima up to 8.2, 1.8 and 1.8 per cent, respectively, can be reached
in very localized regions (see Figs 5 and 6) due to larger volumes
respect to their neighbouring structures or possible greater density
variations locally. On the contrary, this means also that density per-
turbations of all units except units 2, 3 and 8 have more influence
in the inversion and then can be more prone to strong variations
during inversions, and thus need to be more properly defined by in-
version. Besides, the strong impact of the upper mantle on data can
be explained in part because the total volume is more important than
those of all the other units, this impact being still stronger outside
the AZ. The upper mantle and the crustal layers have a much larger
coverage in longitude and latitude, while the sedimentary Cenozoic
and Mesozoic basins and the Hydrated (exhumed) upper mantle
have much smaller volumes and are more localized. The AZ cor-
responds to a wide band at the surface with densities stronger than
the sediments but its greater impact on data compared to the other
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shallow lithologies suggests that the uncertainties on its densities
are also greater. Besides, for all rock units, the curves of the average
or maximum per cent contributions P per rock unit have the same
quantitative behaviour whenever 3, 5 or 7 per cent rock unit density
perturbations are considered in the Taguchi analysis. However, as
can be seen in Fig. 7 for the 5 per cent perturbation case, the average
deviations of all the Taguchi responses combinations from the real
data are more coherent physically with the strong gravity anomalies
in the AZ (Saint-Gaudens and Labourd) and have smaller values in
the regions apart from the AZ when compared to the 3 and 7 per
cent cases. In the 5 per cent perturbation case those deviations have
also intermediate values in the eastern region when compared to the

other two perturbation cases. Furthermore, the data variances ob-
tained for the different Taguchi model combinations are too strong
for 7 per cent density perturbations but are weaker for 3 per cent
perturbation. Inversely, deviations to the real data are too strong
for 3 per cent density perturbations but are weaker for 7 per cent
perturbations. On the other hand, the data variances obtained for
5 per cent density perturbations are lying in an intermediate range
between 7 and 9 mGal while collected petrophysical samples have
similar density variations ranging approximately (Wehr 2017) from
2200 up to 2500 kgm—3 in the upper 2 km (as in the Cenozoic
sediments with an average of 2400 kg m—?), and from 2500 up
to 2750 kgm—3 between 4-and 6 km depths (as in the Mesozoic
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TUM density and a 3250 kg m—> prior IUM.

sediments or the AZ with an average of 2600 kg m—3). Therefore,
we found reasonable to select an intermediate case with 5 per cent
density perturbations which correspond to density variations be-
tween £ 120 kgm? close to the surface (as in the Cenozoic and
Mesozoic sediment basins, in agreement with the shallow density
logs just mentioned before), and & 165 kg m? in the upper mantle.
We therefore decided to use these density perturbation ranges to
define the IBC-ADMM bounding intervals for data inversions. In
the next sections, we perform a series of inversions with £ 3 and +
5 per cent density variations to estimate and confirm what the best
choice is.

4 LITHOSPHERIC DENSITY
MODELLING BY GRAVITY DATA
INVERSION USING IBC-ADMM
BOUNDING CONSTRAINTS AND
DEPTH REGULARIZATION

We now proceed to a series of inversions solved by using an opti-
mized least-square/LSQR algorithm detailed in Paige & Saunders
(1982) and described in Appendix A. We first show that the choice
of perturbation intervals is crucial to satisfy the convergence of the
residual data inversion and the possible interval values taken by

the models at the same time. We thus perform two kinds of inver-
sions corresponding to two different p perturbations (£ 3 per cent
and 5 per cent) of the a priori model, those perturbations defining
the intervals used by the IBC-ADMM constraints as in the disjoint
DIBC-ADMM version of Ogarko ef al. (2021). In our case we only
consider one interval per cell instead of several disjoint intervals.
For sake of clarity, we recall here that we aim at minimizing the
following global cost function

X(m, Dayy) = || Das = Dear |3 +0 1| W(Ap — Ap,) |13 +02 ||
V(ap) 113, (1

under the constraints of interval bounds as defined in Appendix A
(see eq. A6). Ap is the density anomaly and Ap, the prior density
anomaly relative to a reference density model p.r as defined in
Appendix A. Dy, and D, are the measured and the calculated
Bouguer gravity data using rectangular prisms as in the GBOX
code approach of Blakely (1995). The parameters o and o, are
the damping and smoothness regularization weights applied to the
density model and the model gradients, respectively. In summary,
the inversion constrained by interval bound constraints consists in
minimizing x (m, Dobs) such that the density anomaly m; = Ap; of
each kth model cell belongs to a set of possible intervals By defined
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as
B = U1=1,Lk[ak1’ bkl] withl <k <n (2)

where By is the interval binding each of the » model cells. For the
kth model cell, By is defined as a union of disjoint intervals where
ay; and by, are the lower and upper bounds for the Ath model cell and
for each /th geological lithology unit. In the more general disjoint
IBC-ADMM (i.e DIBC-ADMM) method, L* is the total number
of possible units per cell. But in our single interval IBC-ADMM
version used here, we assume that each model cell can belong to
only one unit. Therefore, as L*=1 for each cell & here in our study,
By is expressed by only one interval per cell as

Bi = [ay, b ]withl <k <n 3)

These interval bound constraints are applied through the minimiza-
tion of the ADMM bounding constraint cost function given by
eqs (A6)—(A9) in Appendix A, to which we refer the reader to for
more information.

In Figs 8 and 9, the evolution of the different cost functions
are shown for different IBC-ADMM weights and without damp-
ing weights on the model. It can be observed that inversions are
converging much faster with exponential decrease of the ADMM
cost to very low values for the & 5 per cent perturbation case
when compared to the £ 3 per cent case. However, in all cases (see
also Figs 10 and 11), only initial IBC-ADMM «,gm Weight values
strictly smaller than 10~3 are allowing to make all the cost functions
to decrease drastically.

In summary, after running the different series of inversions, we
only retain the case of model perturbation bounds of £ 5 per cent

because those perturbation bounds are the most reasonable choice
to make and are corresponding to maximum ~ + 160 kgm-—3
variations of the densities, which are lying in an acceptable and
maximum variation range between adjacent layers.

In all inversions, the LSQR algorithm (Paige & Saunders 1982)
is used (see eqs in Appendix A). 100 global outer loop LSQR in-
version cycles are run with 200 inner loop iterations at each LSQR
inversion cycle to reach satisfactory convergence and to obtain a
normalized data misfit (respect to the norm of the real data) just
below 0.01 per cent. Besides, a Haar wavelet compression of 10 per
cent of the sensitivity kernel is used as in Martin ef al. (2013) and
Ogarko et al. (2024) to reduce the computation requirements (with-
out compression the kernel matrix had a size of ~ 24120 data x
1.4113 108 [(Nigng = 242) X (Nig = 162) X (Ngeptn = 36)] model
grid cells leading to >~ 34.041 billion elements). Both the padding
stretching function and the compression procedure allow for a sig-
nificant reduction in computational time. Furthermore, since the
models can still be important in size and that many runs have to
be done to test the different weights and different inversion config-
urations, further computing accelerations are needed. Therefore, a
parallel version has been designed including the compression of the
kernel matrix. All the inversions are running on 400 Skylake Intel
processors in less than 3 hr on a supercomputing platform located in
the CALMIP mesocentre of Toulouse (France). To perform such in-
versions we use the parallel open source inversion code Tomofast-x
(read Giraud et al. 2021b, 2023; Ogarko et al. 2024, for more details
about the algorithms used and the functionalities of this code).

Due to non uniqueness of the solutions obtained by the in-
versions, it is crucial to constrain the minimization of the
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global cost function given in eq. (1) by adding supplemen-
tary regularization cost functions (see also Appendix A for
further details). It is thus necessary to define the reason-
able range of the different regularization weighting parameters
(model damping weight o, gradient damping weight «, and
starting IBC-ADMM weight o,gmm applied to the bounding interval
constraints as in appended eq. A6) that are related to each regular-
ization cost function. For this purpose, a reasonable number of in-
versions (less than 20 inversions) with different constraints weights
have been tested for the 5 per cent density perturbation IBC-ADMM
interval case. For each inversion run corresponding to a given set of
regularization parameters (o, ¢y, Qadmm), W analyse the evolution
and convergence of the different cost functions contributing to the
global cost function as shown in Figs 10 and 11. Besides, in order to
constrain properly the models inside the IBC-ADMM bounding in-
tervals, it is important to decrease the IBC-ADMM cost function to
low values during the inversion process. To achieve this, we choose
a relatively low initial IBC-ADMM weight (10~%) and increase it
by a factor 2 at those inversion iterations for which the normal-
ized gravity data misfit term (non-dimensional) decreases under a
given threshold taken here as 10~*. Subsequently, both data and
ADMM costs are decreasing in a balanced way and are converging
to small values as being desired to obtain bounded density models
that explain the geophysical data at the same time. The same kind
of inversion (not shown here for sake of clarity) was also done with
an increase by a smaller factor of 1.1 to avoid too sharp variations
of the IBC-ADMM constraints, but the results were very similar.
Therefore, all the results shown here are obtained with an increase

of'the initial IBC-ADMM weight by a factor 2, which is a reasonable
increasing factor.

The models are obtained for different values of the model damp-
ing weight a between 10~% and 107*, of the gradient damping
weight o, between 10!! and 107, and for a starting IBC-ADMM
weight dggmm < 1077, For a model damping weight « > 1074, a
gradient damping weight o, > 107 and a starting IBC-ADMM
weight otaqmm >> 1077, the different terms of the global cost func-
tion are not decreasing significantly under reasonable normalized
cost thresholds of 0.01 per cent and inversions are not converg-
ing. For too small values of gradient and model damping weights,
solutions are not well constrained and are showing too many high-
frequency numerical artefacts more specifically close to the sur-
face. For gradient damping weights o, between 10~'° and lower
values, the solutions are very similar and high-frequency arte-
facts are still appearing close to the surface and in the crust,
and structures at depth are not well constrained with too large
wavelength models from the surface down to the mantle region.
Therefore, we only retain the more reasonable model damping, gra-
dient damping and starting IBC-ADMM contraints weights that
give physical results without too many artefacts and that corre-
spond to the inflection points of L—curve type as depicted in
Hansen (2001). Therefore, after analysing the series of runs of
Fig. 11, we can consider a model weight « = 107, a gradient
damping weight o, = 107, and a starting IBC-ADMM weight of
10~7 as optimal regularization weight values. Among all the inver-
sion runs, the optimal models are obtained for those regularization
parameters.
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In Figs 12 and 13 and Table 3, the distribution of the number
of voxels and their related densities obtained after inversion are
shown for each original lithology. We observe clear regular density
changes and distribution shapes for all the original lithologies with
minimum STDs of +24.7kgm > for unit 9 (upper mantle) and
strongest STDs of +64 kgm™ for unit 1 (AZ) and £53.9kgm™>
for unit 8 (hydrated mantle). However, for units 4 (Lower crust) and
9 (upper mantle) a bi-modal distribution is observed, with two peaks
of 2780 and 2810 kgm—? in unit 4 and two more individualized
peaks of 3210 and 3250 kg m—3 in unit 9 (see the STDs in Table 3).
This can explain also that in the two different models I and II of
the Pyrenees proposed in Wehr (2017) and Wehr et al. (2018), the
upper-mantle density is 3200 kgm ™ in model I and 3259 kgm~3
in model II. This also means that, in the regions of the upper mantle
and the lower crust, significant variations and increases of mass are
appearing in some parts of the model. This is in agreement with the
strong impacts of the density variations of these units on the gravity
data (see previous section on Taguchi analysis).

In a second step, we perform a new series of inversions with
four different new IBC-ADMM interval sets based on the STDs of
the models obtained in the first inversion step. To see the impact
of the a priori model on the inverted models, we rebuild a new a
priori model defined by the inverted model obtained previously, and
we define new IBC-ADMM bound intervals using the STDs (see

Table 3) obtained previously in the first step. After different tests,
we have estimated that these new inversions can be performed with
the same model and gradient damping weights as well as the same
starting IBC-ADMM weights used in the first step.

In this second inversion, we tested four different sets of IBC-
ADMM bound constraints (using 0.5, 1, 1.5 or 2 STD IBC-ADMM
intervals). All the inverted models are reproducing the main inter-
faces of the prior model except in the Ebro basin southern side of
the westernmost profile passing through the Mauleon Basin where
strong and low-density anomalies are appearing there. However, it
is possible to discriminate among these four inverted models those
that can be kept. Indeed, as can be observed in Fig. 14, the global
variance of the data misfit is computed at each data point and for
the four IBC-ADMM STD constraints, and is lower than 2.5 mGal
for the 1, 1.5 and 2 STD cases which have similar data residual
variances. When computing the differences between the data and
its mean in a window around each data point, the maximum of
those differences are also lower than 2.5 mGal for these three best
cases. The worst case is for 0.5 STD case which shows residual vari-
ances greater than 4 mGal in an area located south to Saint-Gaudens
(corresponding to SG acronym on Figs 1 and 14). In all cases, data
residual variances are approximately equal to 0.4 mGal and are of
the order of the noise of the real data (~ 2 mGal). Due to poor data
quality in some areas, some data residuals are above the data noise,
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and inverted data can not fit the real data accurately as in the 0.5
STD case with residual values reaching up to 11 mGal values.

In Table 4, the maximum of the absolute local variances reaches
the lowest value for the 1 and 1.5 STD cases. Furthermore, kurtosis
and skewness of all the data residual maps have the lowest values
in the 1-STD case. Therefore, in the next section, we will now just
consider the 1-STD case for discussion and interpretation of the
inverted models.

Finally, in order to show the robustness of the IBC-ADMM algo-
rithm, we performed a second inversion with similar regularization
parameters as for the previous inversions and with a same prior
model except in the IUM where ambiguities seem to be. In the
IUM-, we assign a prior density of 3150 kgm—3. As can be ob-
served in Figs 15 and 16, we obtain after inversion a very similar
distribution of densities even in the IUM, a little increase of the
densities in the AZ and in the Mesozoic and Cenozoic sedimentary
units. However, the same geological interpretations and conclusions
can be made and very similar results are obtained through these two
inversions (as can be observed when comparing north—south and
east-west profiles of Figs 20 and 23 for a 3250 kg m—3 prior IUM
density and those shown in Figs A1 and A2 provided in Appendix A
for a 3150 kg m—3 prior [UM density). More specifically, as can be
observed in Fig. 17, very small relative differences between both
inverted models are observed everywhere except in the AZ which
is subject to relative differences up to 1 per cent inside but greater
than 4 per cent locally due to the possible presence of denser bodies

inside. Differences close to 1 per cent can also be distinguished
at the boundaries of the sedimentary basins, of the AZ and at the
boundaries between the coupled IUM/lower crust system and the
Eurasian upper mantle/lower crust system. These relative differ-
ences between both inverted models remain small, are geologically
consistent and/or are localized at the boundaries between rock units
where ambiguities are inherent by nature. Furthermore, in Fig. 15,
the differences between both inverted models and the prior model IT
from BRGM are very similar with negative relative differences of
approximately up to 2—4 per cent in the [lUM and up to 1 per cent in
the Iberian crust. Besides, positive relative differences up to 1-3 per
cent in the AZ and up to 1 per cent in sedimentary basins, Eurasian
lower crust and mantle are obtained. This shows that the variations
of the rock units’ densities and their impacts on data estimated by
the Taguchi method are closely and consistently related. After both
inversions, it appears that both [IUM and Iberian lower crust seem to
extend less to the north than the prior model (called ‘mantle short-
ening’ on Figs 16 and 20). However, further investigation will be
needed to confirm this geological and geomechanical feature.

5 RESULTS OF THE INVERSIONS AND
INTERPRETATIONS

For sake of simplicity, we only consider now the inverted model
obtained for a 3250 kg m—3 prior [IUM density, since the two prior
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IUM densities (3150 or 3250 kgm—?) provide very similar in-
verted models. Figs 18-20 show five different south—north oriented
vertical profiles after inversion. Figs 21-23 in turn display five
west—east profiles (H1 to HS5) passing along or parallel to the main
axis of the Pyrenees (line H2) and covering the axial, southern
and northern part of the Pyrenees. The sections from Figs 18-20
clearly reproduce the same trends as the interfaces depicted by the
seismic receiver functions (Fig. 18a) obtained along the similar
seismic profiles A—A’ to E-E’ of PYROPE and OROGEN surveys
used in the studies of Chevrot ef al. (2018). Fig. 20 also clearly
evidences the slight overestimation (maximum anomalies up to ap-
proximately 100 kg m—3) respectively away from the AZ of the
densities of unit 5 in the prior model (Iberian lower-middle crust)
while a mean density of unit 7 (Eurasian plate’s upper crust) tends to
be slightly underestimated (maximum positive and negative anoma-
lies up to approximately +50 and —50 kg m—3, respectively). This
is evidenced by the subvertical contrast between south and north
at depth (below 30 km). Besides, the eastern part of the Pyrenean
belt has been widely affected by Neogene opening of the Gulf of
Lion. Although mechanisms are still debated, this geodynamic event
caused abrupt changes in the crustal geometry, thermal state and

lithosphere—asthenosphere boundary (LAB) geometry (e.g. Fullea
et al. 2021; Gunnell ef al. 2008; Huyghe et al. 2020; Jolivet et al.
2020; Torné et al. 2023). We believe these structural changes may
cause anomalous modelling results if they are not well constrained.
Furthermore, the lack of density data in the most eastern part does
not allow us to conduct the inversion with an acceptable level of
confidence. We thus decided to discard profile E-E’ from further
interpretation due to suspected edge effects and lack of data around
this section that can induce non geological artefacts on the profile.
Both Figs 20 and 23 are displaying well the main features of the
intraplate collision of the Iberian and Eurasian plates and associated
subduction processes (when present) with negative density anoma-
lies reaching 30-40 km depth in the western and central parts of the
Pyrenees, and rising of dense lower crust and upper-mantle material
(strong positive density anomalies) up to 10 km depth mainly in the
AZ part (H2, H3 and H4 profiles). However, towards the eastern
part, where the plate subduction is not indicated by seismological
data and a thinning and flat Moho between 20 and 30 km depth is
present, a slightly lesser dense mantle is evidenced apart the AZ
essentially in the Iberian region (H3 and H4 profiles) and also a
little bit in the AZ (H2 profile). Note that the Iberian slab plunges
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at a maximum depth of 60 km (Fig. 20), which is much less than
the 70 km imaged in the works of Chevrot et al. (2018). As can
also be observed in the four north-south oriented vertical profiles
(A—A’ to D-D’), the densities of the AZ close to the surface should
be increased up to & 60 kg m—* when compared to the prior model.
This can also be observed more particularly in the middle of the pro-
files passing through or just aside from the Saint-Gaudens anomaly
region (B-B’ and C—C’ profiles).

Besides these first order observations, when compared to the 2 km
resolution model of Martin et al. (2021), the results highlight smaller
scale structures exhibiting negative and positive density anomalies
(max % 250 kgm—?) mainly in the middle and upper crust from
the AZ. The BB’ profile shows for example the presence of denser
material in the upper 10 km of the model and probably linked to
the rooting of the Maladeta plutonic complex, also observed on the
H4 latitudinal profile and a little bit on the H3 profile as can be
observed on Figs 20 and 23 (Clariana ef al. 2022). BB’ profile also

nicely displays the underestimation of the triassic evaporites linked
with the Rialp thrust sheet and linked with the southverging stacking
of AZ crustal units as in Clariana ef al. (2022, see Fig. 20). Besides,
on that same BB’ profile, there is also a negative density difference
below the shallow dense density anomaly of Saint-Gaudens as can
be observed on that same figure. This suggests that the dense body
responsible of this gravity anomaly is disconnected from the under-
lying mantle, and is more likely related to a tectonic lense detached
from the mantle into the crust (Casas ef al. 1997; Mouthereau et al.
2014; Angrand et al. 2020, 2022). We can also suspect that the
slab is shorter and plunges less deep as in the prior model. An-
other possibility is that the slab has a steeper slope geometry. In
addition, both this profile and profile C—C’ show negative values
shallower than the décollement surface in the Iberian crust. This
is an interesting feature that may be explained either by less dense
material, either upper crust or sediment, accreted at the footwall of
the antiformal stack, or a different Iberian margin geometry than
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Figure 24. Horizontal sections of inverted and prior models at different depths (10-50 km) and their differences at 2 km resolution.

the one modelled on the BRGM prior model. AA’ profile shows
positive anomalies linked to the Labourd uplifted subjacent mantle
body (Ford et al. 2022) and other positive anomalies further north
in the Aquitaine basin linked to a dense body in the upper crust
whose origin still remains to be assessed (Angrand ef al. 2018). On
CC’ profile, the inverted model evidences the up to 10—15 km roots
of the Aston Hospitalet metamorphic domes and further south for
the Mont Louis granite on latitudinal H3 profile, and also a little bit
on H4 profile (Cochelin ef al. 2017). On DD’ profile denser bodies
are suspected at the southern edge of the AZ under the Jurassic
to Cenozoic cover potentially linked to major detachment faults
(Ford et al. 2022). On the latitudinal H2 profile (Fig. 23), we can
see that strong density anomalies are appearing in Saint-Gaudens
anomaly region from the upper surface down to 15 km approxi-
mately. In the eastern part of those profiles, the lower crust and the
Moho are becoming flat without dense mantle material in the mid-
dle and lower crust. Another interesting feature is the mass excess
of the inverted model respect to the prior model below the Ebro
basin (profile A—A’ of Fig. 20). Although too deep to be explained
by sedimentary processes (down to 20 km depth) this may reveal

strong heterogeneities within the crust, due to complex geodynamic
history, today masked by Ebro sedimentary basin. This is in line
with recent work of Asti ez al. (2022), which proposed that the Ebro
basin was an active part of the Iberia-Europe transtensive system.
Within the upper crust, these longitudinal profiles show mass excess
below the Mouthoumet and Basques Massifs (see profiles H1 and
H3 in Fig. 23). These higher density values in the inverted model
compared to the prior model may reveal a too simple geometry of the
North Pyrenean Massif in the BRGM model. Indeed, the Basques
Massifs plunge and continue eastward below the NPZ. The lack of
density below the Mouthoumet Massif may be due to crustal units
rooting deeper than previously modelled.

Our method is thus able to provide more details in some areas
that have been less investigated with geophysical methods.

In Figs 24, we can also see that at depths greater than 32 km (32,
40 and 50 km) the differences between prior and inverted models
are significant along the axis of the Pyrenees and more particularly
in the Iberian side with lower density values than in the French part.
Negative variations of —100 kgm—? are appearing in the Iberian
side and positive variations of 4+50 kgm—?> in the AZ and the
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French part. These lower density values in the Iberian lithospheric
mantle may originate from mantle depletion during the Variscan
Orogeny (e.g, Torné et al. (2023) and references therein). This is
also in agreement with the impact percentage P; of lithological
units 4 (the lower crust) and 9 (the upper mantle) on the gravity
data. The lower crust and the upper mantle are thus mainly varying
at depth after inversion when compared to the other lithologies
(see also Table 2). The prior model densities provided by Wehr
(2017) were overestimated at depth (from the lower crust down to
the upper mantle) in the Spanish part and underestimated in the
French part. In the Iberian side, an averaged mantle density close
to 3150 kg m—3 should be more adequate than the constant density
value of 3259 kgm—3 proposed by Wehr (2017) and Wehr et al.
(2018) in both the Iberian and Eurasian mantles. The new mantle
density estimates obtained with our method are more coherent with
the Vp and Vs seismic velocities obtained by using tomography
techniques (Chevrot et al. 2022), such velocities being smaller in
the Iberian side than in the Eurasian (north) side or the I[UM being
deeper (outside the main Pyrenees axis) than the Eurasian mantle.
Both the Iberian LAB depth and Iberian lithospheric mantle have
indeed been shown to be highly heterogeneous below the Iberian
Peninsula basins (Fullea et al. 2021; Torné et al. 2023). LAB depths
range from 190 to 200 km (below the Pyrenees) to less than 70 km
depth in the Western Mediterranean Neogene (Torné et al. 2023).

During inversion, new structures are thus appearing and densi-
ties vary within each initial/prior rock unit. An interesting future
research avenue would be to use these variations to define new rock
units for inversion and to invert for both the densities and the dif-
ferent units boundaries in a same inversion framework. Both the
geometry of each rock unit and the density variations within each
unit could thus be recovered, instead of just changing the densities
within. This could be done in a more global iterative and sequential
procedure by introducing implicit geological constraints at each in-
version cycle. For instance, a deformation of the geometry of each
rock unit could be obtained (Giraud et al. 2023, 2024) to fit both the
gravity data and the geology. And this could be done by using level
set inversions to investigate alternative structural scenarios as in
Giraud ef al. (2021a, 2023). This could then be introduced as a new
prior model in the IBC-ADMM inversion to obtain heterogeneous
densities within each rock unit. In the mid/long term, it would thus
be possible to obtain a full model geophysically and geologically
consistent.

6 CONCLUSION

In this study, we have developed a probabilistic Taguchi-based
methodology to estimate the impact of the model density varia-
tions assigned to each rock unit on the gravity data misfit. This
has allowed to identify the rock units that primarily contribute to
the gravity data for a specific geological or geophysical model. We
have shown that the method can also be used to obtain an estimate
of the interval density model bounds for each model cell and thus to
constrain the gravity data inversion by those bound constraints. This
method is general in nature and is readily applicable to other linear
or quasi-linear geophysical inversion techniques such as magnetic
or traveltime seismic data inversion, or can also be easily extended
to nonlinear inversion methods (full waveform, magneto-telluric,
electrical resistivity data, etc.). It allows to address a knowledge
gap by estimating uncertainty in deterministic settings. It could be
applied not only to the densities of each unit as done here but also
more generally to each cell of the whole computational domain.
Using the Taguchi-derived bounds, we apply the IBC-ADMM to

the inversion of gravity data over the Pyrenees range under the con-
straint of a prior geophysical model that is consistent geologically.
We have shown that the gravity data are mainly sensitive to the den-
sity perturbations in the Pyrenees AZ, in the upper mantle as well
as in the lower and middle crust. More particularly, after inversion,
the following significant differences in density were observed in
comparison to the prior geological model:

(1) aslight increase in crustal densities is observed in the western
part of the intraplate collisional zone, particularly within the first
10 km depth close to the topography;

(i1) from the middle crust down to the upper mantle, we observe
a decrease of density equal to approximately 100 kgm—3 in the
southern (Iberian) side and an increase of 50 kg m—? in the northern
(Eurasian) side as well as in the AZ close to the surface-;

(iii) a possible shortening of the lower Iberian crust subducted
below the lower Eurasian crust in western AZ location.

Besides, questions are still remaining about the effects of these
density variations on the topography. Indeed, it has been proposed
that the Iberian and Pyrenean topography is dynamically supported
by density changes in the sub-lithospheric mantle since the Neo-
gene (e.g. Huyghe ef al. 2020; Conway-Jones et al. 2019; Fullea
et al. 2021). An interesting future of the present work would be
to question these new findings about densities variations regarding
variations of topography with local isostatic modelling. Further-
more, these results and their interpretations could pave the way
to further inversions improved at finer discretization resolutions
on more localized areas in the Pyrenees or other regions. Inver-
sions could be constrained not only by better bounding interval
constraints derived from petrophysical data measurements and/or
accurate seismic models coming from dense seismic acquisitions,
but also by geometrical constraints using level sets.
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APPENDIX A: INVERSION METHOD
CONSTRAINED BY ADMM

Let us describe here our methodology for gravity data inversion un-
der lithological units constraints (Ogarko et al. 2021, 2024; Giraud
et al. 2023, 2024). We minimize a cost function x that involves the
misfit between measured and computed complete Bouguer gravity
anomalies, and we regularize the problem by adding prior model and
smoothing constraints, as well as geological constraints using den-
sity bounded intervals. It is minimized under the constraint that the
density anomaly model m; varies inside a set of possible intervals
By defined as

Bk = U1=1_Lk[ak1, bkl] with 1 < k <n (Al)

where By is the interval binding each of the » model cells. For
the kth model cell, By is defined as a union of disjointed intervals
where a;; and by, are the lower and upper bounds for kth cell and /
is the lithology unit number. The total cost function is thus

X(m) =] Dovs — Dear |3+ || W(Ap = Apy) |5 +a; || VAp |15,

(A2)

constrained by the geological bounds By such that each m; = Ap;
model cell verifies m; € By. Ap is the density anomaly to be re-
trieved by inversion and Ap,, the prior density anomaly relative to
a reference density model p,.r defined as follows:

Pref = Perust = 2670kgm >, for a depth <29 km
Pref = Pupper mande = 3260 kg m’, fora depth >29 km (A3)

Dgps and D¢, are the measured and theoretical Bouguer gravity data,
and & and «, the regularization weights applied to the density model
and the model gradients, respectively, to simultaneously smooth
models and take into account the gradients at interfaces.

The depth weighting operator W is applied on the model by
computing for each cell volume AV}, and it is defined by the distance
between a cell and all observation locations. For the density anomaly
in a cell £ of the computational mesh, this matrix operator WV is
defined as in Li & Oldenburg (2000):

1/4

Nobs dv 2
W, = [ Jk=1,..,n, A4
“ {; [/;Vk (Rix + Ro)z] } " (A9

where R;; is the distance between the ith observation and any point
within A V). The parameter R, is a small constant, chosen here to
be 0.1m.

Following Boyd ef al. (2011) and the related formulations more
adapted to our geophysical application as in Ogarko et al. (2021),

this problem is solved iteratively with the ADMM method by alter-
nating the updates of the model m and temporary variables z and u

as:
m' = argmin(x(m) + o2y 1 m — 2" +u' " [2,)
2= Pg(m' +u'"") (A5)
W=yl mi =7
where o,qmm 18 @ penalty parameter. The bounds constraint z is

obtained as the projection of a perturbation p = m + u of the model
m on the different interval sets B such that

Pg(p) = [Pei(p1), s Poi(pi)s s Ppa(pn)] (A6)
with
Pyi(pr) = argmin || py — x ||, forx € By (A7)

In our Tomofast-x parallel inversion code, we minimize equa-
tion (A2) using the LSQR algorithm of Paige & Saunders (1982),
which is implemented using a parallelized sparse matrix solver. At
each inversion cycle (i.e. outer loop of LSQR inversion), the model
is updated using an approximate solution using a fixed number of
iterations in the inner loop of the LSQR algorithm (Martin et al.
2013,2018,2021; Giraud et al. 2019a, b; Ogarko et al. 2021, 2024).
A least-squares algorithm is used here to solve the matrix system
as follows. Let us denote m the model vector containing the den-
sity anomalies Ap. This model vector is obtained by solving the
following system of equations:

SW?l Agobs
aly [Wm] = | aWm, |, under the constraint that m; € By
a, WV 0

(A8)

where m, = Ap, = p, — prr is the a priori density anomaly
relative to a reference model p,r defined as in eq. (A3) and the
gravity kernel S is depth-weighted by the operator ¥ given in
eq. (A4). The solution of eq. (A8) is obtained by an iterative LSQR
algorithm. At each ith LSQR inversion cycle we solve the following
linearized version of the system of eqs (AS8)

For 1 <i < Nitermax

sw! Agabs — Ag(m'™)
e = | e e
Cadmm L —Cagmm W (m' ™" — 21 i)
Am' = W A
m' = m' =t Am'
End for , (A9)

where Nitern,y is the maximum number of outer loop inversion
cycles, u® = 0, z° = 0, and the starting model m° = Ap® = 0. The
updated ADMM variables z’ and ' are calculated using eqs (A6)—
(A9). Spatial gradients are computed using forward finite-difference
integration scheme. In order to make the whole algorithm converge
under the ADMM constraint it is crucial to take a small initial o0,
value and make it increase during the inversion process, this way
both data misfit and ADMM cost functions are converging with
similar/equilibrate values.
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Figure Al. N-S sections of the difference between the inverted and prior models for a 3150 kgm—3 UM prior density (2 km resolution along the first four
south—north seismic PYROPE vertical profiles). Thick dotted line represents the crust/mantle boundary. Units of both abscissa and vertical coordinates are in
kilometres. Negative density values show that the prior model overestimates density with respect to the inverted model. Positive density values show that the
prior model underestimates density with respect to the inverted model. We applied a conservative padding value of 20 km (in N-S profiles) at the beginning
and the end of each profile (white shaded area) to avoid edge effects. Note that the E-E’ profile has been discarded because of too many artefacts due to poor
data gravity data and possible effects of the Gulf of Lion. A-H: Aston-Hospitalet; AZ-3S: Arize-Trois Seigneurs; LA: Labourd anomaly; NPF: North Pyrenean
Fault; NFPT: North Pyrenean Frontal Thrust; NPZ: North Pyrenean Zone; SG: Saint Gaudens anomaly and SPFT: South Pyrenean Frontal Thrust.
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Figure A2. E-W sections of the difference between the inverted model and the prior model for a 3150 kg m—3 TUM prior density. Thick dotted line represents
the crust/mantle boundary. Negative density values show that the prior model overestimates density with respect to the inverted model. Positive density values
show that the prior model underestimates density with respect to the inverted model. We applied a conservative padding value of 40 km (in E-W profiles) at the
beginning and the end of each profile (white shaded area) to avoid edge effects. Note that the E-E’ profile has been discarded because of too many artefacts due
to poor data gravity data and possible effects of the Gulf of Lion. A-H: Aston-Hospitalet; AZ-3S: Arize-Trois Seigneurs; LA: Labourd anomaly; NPF: North
Pyrenean Fault; NFPT: North Pyrenean Frontal Thrust; NPZ: North Pyrenean Zone; SG: Saint Gaudens anomaly-and SPFT: South Pyrenean Frontal Thrust.
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