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ABSTRACT

High-resolution spectrographs open a detailed window onto the atmospheres of stars and planets. As the number of systems observed
with different instruments grows, it is crucial to develop a standard in analyzing spectral time series of exoplanet transits and
occultations, for the benefit of reproducibility. Here, we introduce the ANTARESS workflow, a set of methods aimed at processing
high-resolution spectroscopy datasets in a robust way and extracting accurate exoplanetary and stellar spectra. While a fast preliminary
analysis can be run on order-merged 1D spectra and cross-correlation functions (CCFs), the workflow was optimally designed for
extracted 2D echelle spectra to remain close to the original detector counts, limit the spectral resampling, and propagate the correlated
noise. Input data from multiple instruments and epochs were corrected for relevant environmental and instrumental effects, processed
homogeneously, and analyzed independently or jointly. In this first paper, we show how planet-occulted stellar spectra extracted along
the transit chord and cleaned from planetary contamination provide a direct comparison with theoretical stellar models and enable
a spectral and spatial mapping of the photosphere. We illustrate this application of the workflow to archival ESPRESSO data, using
the Rossiter-McLaughlin effect Revolutions (RMR) technique to confirm the spin-orbit alignment of HD 209458b and unveil biases in
WASP-76b’s published orbital architecture. Because the workflow is modular and its concepts are general, it can support new methods
and be extended to additional spectrographs to find a range of applications beyond the proposed scope. In a companion paper, we will
present how planet-occulted spectra can be processed further to extract and analyze planetary spectra decontaminated from the star,
providing clean and direct measurements of atmospheric properties.

Key words. methods: data analysis – techniques: spectroscopic – planets and satellites: atmospheres – stars: atmospheres

1. Introduction

The last two decades have seen a stupendous rise in the develop-
ment of ground-based spectrographs, fuelled by their application
in both the planetary and stellar communities (Pepe et al. 2014).
The efficiency, spectral resolution, and wavelength coverage of
available instrumentation have increased to the point where sev-
eral spectrographs across the world now allow for observations
in the optical and near-infrared (NIR) domains with resolv-
ing powers up to more than 100 000 (e.g., ESPRESSO, Pepe
et al. 2021; NIRPS, Bouchy et al. 2017). Another key point
that qualifies these spectrographs to characterize exoplanetary
systems (besides their high spectral resolution) is that they are
fiber-fed and extremely stabilised in temperature and pressure,

⋆ Corresponding author; vincent.bourrier@unige.ch
⋆⋆ Trottier Postdoctoral Fellow.

which ensures a high stability for their point-spread function.
This allows for the lines from species in stellar and planetary
atmospheres to be resolved with a high precision, thus determin-
ing their chemical composition (by identifying which transition
the line corresponds to), physical properties (by analyzing the
line profile shape), and dynamical motions (by analyzing the
Doppler shifts of the lines with respect to their expected rest
position). While spectrographs in the exoplanet field were origi-
nally designed to search for planets through the Keplerian motion
of their star (Mayor & Queloz 1995; Baranne et al. 1996), tran-
siting planets further unlocked their potential. Spectra measured
during transit do indeed mix information from the unocculted
photosphere, from the local photosphere fully occulted by the
opaque planetary layers, and from the planet atmospheric limb
filtering the local photospheric light.

The first exploitation of an exoplanet spectroscopic tran-
sit (Queloz et al. 2000) repurposed a velocimetric technique
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originally applied to eclipsing binaries. As a transiting body
occults a local region of the photosphere, it removes its light
from the observed stellar spectrum. This distortion of the disk-
integrated stellar lines, known as the Rossiter-McLaughlin (RM)
effect (Rossiter 1924; McLaughlin 1924), traces the trajectory
of the body across the stellar disk, thus constraining the veloc-
ity field of the photosphere and the orbital architecture of the
system. The latter is an important tracer for exoplanets, as their
spin-orbit angle is inherited from the protoplanetary disk or
shaped by late dynamical migration (see Albrecht et al. 2022 and
Bourrier et al. 2023 for reviews of these processes). Measure-
ments of the RM effect evolved over the years, from analyzing
the anomalous radial velocity (hearafter, rv) deviation from the
Keplerian motion of the star (e.g., Ohta et al. 2005; Giménez
2006; Hirano et al. 2011; Boué et al. 2013) to modeling the
distorted disk-integrated stellar lines using Doppler tomogra-
phy (e.g., Collier Cameron et al. 2010; Bourrier et al. 2015;
Temple et al. 2019), and, finally, extracting the planet-occulted
stellar lines to analyze their rv centroids via the reloaded RM
effect (Cegla et al. 2016) or model their profiles via the RM effect
Revolutions (Bourrier et al. 2021). The possibility to analyze the
local stellar lines occulted by a transiting planet translates, effec-
tively, into a spatial mapping of the photosphere (e.g., Dravins
et al. 2017, 2021).

At wavelengths where the atmospheric components of an
exoplanet absorb the stellar light, the transit depth appears larger
than in white light (Seager & Sasselov 2000). This is the con-
ceptual idea that Charbonneau et al. (2002) used to derive the
transmission spectrum of an exoplanet atmosphere through its
spectroscopic transit. While the medium spectral resolution (R ∼
5500) of the Hubble Space Telescope Imaging Spectrograph
(HST/STIS) did not allow them to resolve the narrow plane-
tary absorption lines, they measured a larger transit depth in
the region of the sodium doublet that probably arises from
the line wings (e.g., Carteret et al. 2024). Transit spectroscopy
then expanded from space-borne, medium-resolution (e.g.,
Vidal-Madjar et al. 2003; Sing et al. 2008, 2015; Deming et al.
2013; Stevenson et al. 2014) to ground-based, high-resolution
(Redfield et al. 2008; Snellen et al. 2008). While absolute transit
depth is lost from the ground, the higher spectral resolution (R >∼
60 000–100 000) allows for the planetary atmospheric lines to
be resolved, while avoiding their blurring by the planet orbital
motion, so that their core can be detected through comparisons
with the surrounding continuum. High-resolution spectroscopy
with stabilized spectrographs gives access to atmospheric signa-
tures from both non-transiting and transiting planets, since the
ability to perform precise rv measurements allows us to track
the Doppler shift of individual spectral lines along the orbital
motion. Molecular bands imprinted in the bright dayside spec-
trum of the planet, for example from H2O and CO, could thus
be detected in the NIR (Brogi et al. 2012; Birkby et al. 2013;
Lockwood et al. 2014; Snellen et al. 2014), while iron emis-
sion lines were recently detected in the optical spectrum of
ultra-hot gas giants (Pino et al. 2020; Nugroho et al. 2020; Yan
et al. 2020). During transit, measurements of absorption lines
blueshifted with respect to the planet orbital motion – again,
from molecules in the NIR first (Snellen et al. 2010) and then
from atoms in the optical (Wyttenbach et al. 2015; Louden &
Wheatley 2015) were attributed to winds in the planetary atmo-
sphere. Spectrally resolving the planetary lines provides further
constraints on the thermal and dynamical broadening mecha-
nisms in the atmosphere (Seidel et al. 2019, 2020; Wyttenbach
et al. 2020). Combined with the possibility to resolve absorp-
tion lines temporally during transit, high-resolution spectroscopy

thus allows mapping spatially and dynamically the planetary
atmosphere (Louden & Wheatley 2015; Allart et al. 2018;
Ehrenreich et al. 2020; Gandhi et al. 2022; Seidel et al. 2023).

Characterizing exoplanetary atmospheres from the ground,
which was long thought to be unfeasible due to time-variable
telluric contamination, became possible thanks to high spectral
resolution. The fast orbital motion of close-in planets allows us to
disentangle in rv space the fast-moving planetary lines from tel-
luric lines and, outside of the transit, from the unocculted stellar
lines. Analyses remain complicated during transit, when disk-
integrated stellar lines may be distorted by both planet-occulted
stellar lines and planetary atmospheric lines. On the one hand,
atoms in the atmosphere of the hottest gas giants may absorb
the same transitions as the stellar atmosphere and contaminate
stellar lines traditionally used for RM analysis (e.g., Bourrier
et al. 2020; Ehrenreich et al. 2020). More critically, transmis-
sion spectra of planetary atmospheres are usually corrected for
the stellar lines they filter using the out-of-transit stellar spec-
trum. Because the disk-integrated spectrum is often not a good
estimate of local stellar lines (e.g., Czesla et al. 2015; Yan et al.
2017; Casasayas-Barris et al. 2020), planet-occulted line distor-
tions (POLDs) are introduced at every transition absorbed in
the stellar spectrum (Dethier & Bourrier 2023). The rv tracks
of the planetary orbital motion and of the occulted stellar sur-
face generally overlap over a substantial fraction of the transit
(e.g., Casasayas-Barris et al. 2022), so that planetary lines are
contaminated by POLDs in all but the hotter stars, which have
few absorption lines. Various approaches have been taken to
correct transmission spectra for POLDs a posteriori (Yan et al.
2017; Casasayas-Barris et al. 2020, 2021; Borsa & Zannoni 2018;
Borsa et al. 2021; Mounzer et al. 2022), or to model them
together with planetary signatures (Dethier & Bourrier 2023).
As a complementary approach, we propose building data-driven
estimates of the planet-occulted stellar lines, by cleanly sep-
arating spectral contributions from the planet-occulted stellar
regions and from the planetary atmosphere.

This requires spectra to be corrected for instrumental and
environmental effects, and made as close as possible to how they
would be measured directly out of the planetary system. Instru-
mental pipelines, such as the Data Reduction Software (DRS)
of the ESPRESSO and HARPS spectrographs, provide a first
layer of calibrations (in wavelength and flux) and corrections (for
the grating response, cosmic rays, etc). This reduction, however,
is generally performed independently on individual exposures,
making it difficult to separate systematic noise from stellar and
planetary signals. Processing multiple exposures from a given
star together offers the advantage of using the stellar spectrum
as a common reference, to better identify and clean spurious fea-
tures (e.g., YARARA, Cretignier et al. 2021; APERO, Cook et al.
2022). Transit observations offer the additional advantage of pro-
viding time series of consecutive exposures, typically within a
given night. In that case, the stability of the stellar spectrum
and observing conditions over the course of a few hours can be
exploited to perform more advanced corrections (e.g., Snellen
et al. 2010; SLOPPY, Sicilia et al. 2022). However, a variety of
methods are employed in the community to reduce and analyze
high-resolution transit spectroscopy datasets (e.g., Wyttenbach
et al. 2017; Casasayas-Barris et al. 2019; Hoeijmakers et al.
2020), making comparisons between the results of these analysis
difficult.

To make the most out of transit observations and ensure
the reproducibility of results, we developed a novel workflow,
the Advanced and Neat Techniques for the Accurate Retrieval
of Exoplanetary and Stellar Spectra (ANTARESS), which is
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described in two main papers focusing on planet-occulted and
planetary spectra, respectively. In Sect. 2, we introduce the gen-
eral scope and concept of the workflow. Section 3 presents our
description of the planetary system, in particular, the stellar sur-
face. In Sect. 4, we explain how the workflow can be used to
generate realistic mock datasets. The methods devised to correct
and process high-resolution spectroscopy datasets are introduced
in Sects. 5 and 6, while Sect. 7 describes generic methods used
across the workflow. In Sect. 8, we present the methods dedicated
to the analysis of the processed datasets and their application
to archival data of two planets representative of high-resolution
transit studies. Following a discussion of the performance of the
workflow in Sect. 9, we present our conclusions in Sect. 10.

2. ANTARESS workflow

2.1. Concept

The ANTARESS workflow consists in a set of methods to process
spectral time series from an exoplanetary system, obtained con-
secutively in one or several epochs. The main goals are to retrieve
spectra from local regions of the stellar surface or the transmis-
sion and emission spectra from the planet atmosphere; however,
the workflow can also be used more generally to clean and format
stellar spectra. Depending on the objectives, the time series can
thus overlap with the transit or eclipse of exoplanets, cover vari-
ous parts of their orbit, or even monitor a star individually. The
workflow was designed to process the spectral time series from
various instruments homogeneously, to remain as close as pos-
sible to the original data, and to pay particular attention to the
propagation of uncertainties and spectro-temporal resampling.
We are presenting ANTARESS in several papers, describing the
theoretical concepts behind the methods and their application to
archival datasets to assess their performance and showcase new
results. The present study describes the corrections that must be
applied to the time series and the steps needed to extract the
spectra of stellar regions occulted by a transiting planet. A com-
panion paper will describe the subsequent methods developed to
extract and analyze planetary spectra. Once the full ANTARESS
workflow is described, we will release the implementation we
are developing in an open-source, user-friendly Python pipeline.

Multiple epochs and instruments can be processed with
the ANTARESS workflow to compare their outputs, analyze
them jointly, or combine them and increase the detectability
of extracted signals. Methods must be applied according to the
sequences illustrated in Fig. 1, which depend on the input type
of the data (e.g., spectral corrections are not relevant for cross-
correlated spectra) and on the goal of the study (e.g., stellar
spectra need to be cross-correlated for the analysis of the RM
effect). Methods are grouped in three main categories, repre-
sented by colored boxes in Fig. 1. Input data are first corrected
for instrumental and environmental effects (red boxes), then pro-
cessed in a way that allows for the extraction of the stellar surface
and planetary spectra (blue boxes). Finally, the data are analyzed
to derive the orbital architecture of the system and properties of
the stellar and planetary atmospheres (green boxes).

CORRECTIONS methods are applied to all epochs from a
given instrument together, as some corrections are better con-
strained using multiple spectral time series. They are applied
first in the sequence so that datasets from various instruments
and epochs are made comparable, and can be processed and
analyzed in the same way. The existing set of corrections was
developped for ground-based, stabilized high-resolution spectro-
graphs, and some corrections are specific to a given instrument

Table 1. Spectrographs suitable to the ANTARESS workflow.

Spectrograph Reference Status

CARMENES Quirrenbach et al. (2016) Applied
CORALIE Queloz et al. (2001) Applied
ESPRESSO 1/4UT Pepe et al. (2021) Applied
EXPRES Jurgenson et al. (2016) Applied
GIANO Claudi et al. (2018) Applicable
HARPS Mayor et al. (2003) Applied
HARPS-N Cosentino et al. (2012) Applied
HST/STIS Applicable
JWST/NIRSPEC Applicable
MAROON-X Seifahrt et al. (2018) Applicable
NIRPS Bouchy et al. (2017) Applied
SOPHIE Perruchot et al. (2008) Applied
SPIRou Donati et al. (2020) Applicable
UVES Dekker et al. (2000) Applicable

Notes. The list of spectrographs that could be applicable to the
workflow is not exhaustive.

(e.g., to deal with ESPRESSO interference patterns). The current
workflow is thus applicable to the spectrographs listed in Table 1.
The concepts behind the PROCESSING and ANALYSIS meth-
ods, however, are generic and applicable to time series from any
medium- or high-resolution spectrograph. The ANTARESS work-
flow could thus be applied to additional instruments (Table 1),
provided that the necessary correction methods are developed.
PROCESSING methods aim at extracting specific types of spec-
tral profiles and converting them in the format required for the
various ANALYSIS methods available in the workflow. Profiles
from a given epoch or from several epochs of a common instru-
ment can be binned temporally and spatially at different steps
of the processing, to create new series of profiles that can be
analyzed at higher signal-to-noise ratio (S/N), or a single master
profile representative of the star or planetary atmosphere. Most
ANALYSIS methods are either aimed at fitting the extracted spec-
tral profiles or their derived properties, and can be applied to
various outputs of the PROCESSING workflow. Profiles and prop-
erties can be analyzed jointly over multiple epochs of different
instruments to get the highest possible precision from their fit.

While the ANTARESS workflow eventually aims at retrieving
the orbital architecture of planetary systems as well as properties
of the stellar and planetary atmospheres, it requires a number of
bulk and orbital properties for planets and their host stars to be
fixed. The main properties that need to be defined to apply the
workflow can be found in Table 2.

2.2. Data format and notations

The ANTARESS workflow can be applied to extracted echelle
order (S2D) or order-merged (S1D) spectra, as well as cross-
correlated spectra (CCFs). However, our approach is most rel-
evant when applied to S2D spectra, which are closest to the
measurements made with instrument detectors. We recommend
that the S1D spectra and CCFs only be used as input for prelim-
inary analyses, as we will show that the properties they yield
for the stellar surface (Sect. 9) and planetary atmosphere can
be biased compared to processing S2D spectra. Hereafter we
use the generic term profile to refer both to spectra, defined as
a function of wavelength, and CCFs, defined as a function of
rv. Our methods are applicable to input spectral data defined
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Fig. 1. Chart of the ANTARESS process flow.

in the air (typically from optical ground-based spectrographs
like ESPRESSO) or vacuum (typically from space-borne and IR
ground-based spectrographs but also, e.g., for CARMENES and
EXPRES).

Throughout the paper, the symbol E refers to an epoch and
the symbol t to the time at which a given exposure was taken; F
refers to the flux emitted by the star or a region of the star in the
direction of the observer, measured as a function of wavelength
λ and at a distance D (Table 3). For the sake of clarity we write
the spectral bin width dλ(λ, E, t) as dλ. We assume that spectra
input in the workflow are defined as a function of wavelength
λB⊙ in the solar system barycentric rest frame. The symbol λ
refers to wavelengths bins with a much larger spectral width than
the instrumental pixel size. Some methods Doppler-shift profiles
between two rest frames using the relevant rv, defined as negative
when an object at rest in one of the frames is moving toward the

other. Finally, the true flux that would be measured without any
perturbations can be written as :

F(λ,E, t) = F⋆(λ,E) δp(λ,E, t), (1)

where F⋆ is the stellar spectrum, and δp the sum of all contri-
butions from the planet, namely, the ratio of the in-transit flux to
the stellar flux, δtr

p , the fraction of starlight reflected by the planet,
δrefl

p , and the ratio of the thermal planetary flux to the stellar flux,
δth

p . The flux coming from the planet can thus also be written as
Fp(λ, E, t) = F⋆(λ, E) (δrefl

p (λ, E, t) + δth
p (λ, E, t)).

2.3. Resampling, error propagation, and fitting

The standard approach in the literature of transmission spec-
troscopy is to resample transit spectra on the same wavelength
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Table 2. Properties of the HD 209458 and WASP-76 system used in our analysis.

Parameter Symbol Value Unit
HD 209458 WASP-76

Star

Spectral type F7 F9
Radius R⋆ 1.160 [1] 1.77 [4] R⊙
Microturbulence velocity ξ 1.03 [1] 1.38 [4] km s−1

Effective temperature Teff 6069 [1] 6316 [4] K
Surface gravity log g 4.41 [1] 4.13 [4] cgs
Metallicity [Fe/H] 0.02 [1] 0.34 [4]
Projected rotational velocity v sin i⋆ 4.272 [0] 0.86 [0] km s−1

Limb-darkening coefficients u1 0.380 [1] 0.393 [5]/Chromatic [6](‡)

u2 0.234 [1] 0.219 [5]/Chromatic [6](‡)

Stellar reflex motion amplitude K⋆ 84.27 [2] 116.02 [5] m s−1

Planet

Orbital period P 3.52474859 [2] 1.80988198 [5] days
Eccentricity e 0 [2] 0 [5]
Argument of periastron ω 90 [2] 90 [5] deg
Mid-transit time T0-2 450 000 4560.80676 [1](†) 8080.626165 [5] BJDTDB
Orbital inclination i 86.71 [1](†) 89.623 [5] deg
Scaled semi-major axis ap/R⋆ 8.90 [1](†) 4.08 [5]
Projected spin-orbit angle λ 1.06 [0] -37.1 [0] deg
Planet-to-star radius ratio Rp/R⋆ 0.12086 [3] 0.10852 [5] / Chromatic [6](‡)

Notes. [0] Our work; [1] Casasayas-Barris et al. (2021); [2] Bonomo et al. (2017); [3] Torres et al. (2008); [4] Tabernero et al. (2021); [5] Ehrenreich
et al. (2020); [6] Fu et al. (2021) (†)We use the values adjusted from the RM analysis in [1]. (‡)We use the values measured at low spectral resolution
by [6].

Table 3. Nomenclature of the main types of profiles across the workflow.

Symbol Type Frame Description

Fmeas Disk-integrated Heliocentric Profiles integrated over the stellar disk, initially provided
by a DRS, then corrected by the workflow.

Fsc Disk-integrated Stellar Fmeas profiles aligned and scaled to
their correct relative flux levels.

Fdiff Differential Stellar Difference profiles between a reference for
the unocculted star and each Fsc.

F intr Intrinsic Stellar, photosphere In-transit Fdiff profiles, i.e., planet-occulted stellar
profiles, corrected for planetary contamination.

table during the reduction. However, several steps require to
shift spectra between different rest frames (typically the star and
planet frames), with shifts specific to each exposure. This combi-
nation of shifts and resampling has two main consequences: loss
of spectral resolution and the introduction of correlated uncer-
tainties. We thus propose two improvements to the processing of
transit spectra. First, each spectrum is processed on its original
spectral table as long as possible, namely, its spectral table is
shifted without resampling. Second, when resampling has to be
applied (typically to combine spectra together) we calculate the
resulting correlations and propagate them afterwards.

We represent a spectrum as an array of flux densities over
pixels, to which we associate a covariance matrix. Diagonal
values of the matrix, noted as σ2(λ, E, t), correspond to the
variance of the signal measured in the pixel at wavelength λ,
for the exposure at time t of epoch e. While the ANTARESS
workflow can be applied to input data affected by correlated
noise, spectra provided by the DRS of standard spectrographs

are usually uncorrelated and associated with diagonal covariance
matrices. If uncertainties are not provided with measured spec-
tra, a reasonable assumption for high-S/N data (>∼50) consists in
defining a photon-noise variance proportional to the number of
photoelectrons received during an exposure.

The resampling of a spectrum on a different spectral table is
performed through the application of an interpolation algorithm,
which accounts for error propagation (Appendix A.1). To limit
the spreading of correlation between the resampled pixels
we propose a linear and a cubic interpolator, both of which
preserve the integral of the flux on each original pixel (Fig. A.1).
Fast processing and analysis can be carried out using linear
interpolation, but the preferred approach to limit blurring is
cubic interpolation.

Models can be fitted to the data products of the ANTARESS
workflow using various ANALYSIS methods (Fig. 1), follow-
ing the method described in Appendix A.2. Preliminary fits can
be performed using Levenberg-Marquardt minimization and the
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variance of the data alone, but final fits should be performed with
Markov chain Monte Carlo (MCMC) sampling and account for
covariances to fully benefit from our approach and avoid biases.

2.4. Application

To illustrate the capabilities of our method we apply it through-
out this paper to archival ESPRESSO transit observations of
HD 209458b and WASP-76b. The different properties of these
two systems make the retrieval of the spatially resolved stel-
lar spectra of the sodium doublet (for HD 209458b), and of the
stellar CCFs of neutral iron (for WASP-76b), particularly inter-
esting. HD 209458b orbits a G-type star on an aligned orbit and
has no atmospheric signature in the core of the sodium dou-
blet (Casasayas-Barris et al. 2021; Dethier & Bourrier 2023).
WASP-76b orbits an F-type star on a highly misaligned orbit
and the stellar light is absorbed by neutral iron in its atmosphere
(Ehrenreich et al. 2020). General properties of the systems
required for our analysis are given in Table 2.

For each planet we exploit two transit datasets obtained with
ESPRESSO on 20 July 2019 (epoch 1) and 11 November 2019
(epoch 2) for HD 209458b and on 03 September 2018 (epoch 1)
and 31 October 2018 (epoch 2) for WASP-76b. Information about
the scheduling, instrumental settings, and night conditions for
these epochs can be found in Casasayas-Barris et al. (2021)
for HD 209458b and in Ehrenreich et al. (2020) for WASP-
76b. For an optimal application of the ANTARESS workflow to
transit datasets we emphasize the importance of securing obser-
vations both before and after the transit. This allows building
a reference spectrum for the unocculted star, and characterizing
possible short-term variations due to the star, the Earth atmo-
sphere, and the instrument that can then be corrected for over the
entire dataset. One of the interests of using ESPRESSO data as
a case in point is that it is representative of a series of stabilized,
high-resolution echelle spectrographs used to observe stars and
transiting planets to which our methods can be applied (Table 1).
ESPRESSO is installed at the Very Large Telescope (VLT) at
ESO’s Paranal site. The light is dispersed on 85 spectral orders1

from 380 to 788 nm. Our present analysis starts with S2D spectra
extracted from the detector images, corrected for, and calibrated
by version 3.0.0 of the DRS pipeline (Pepe et al. 2021).

3. Description of planetary systems

3.1. Coordinates

We use specific coordinates to describe the position of the plan-
ets and stellar surface regions in the ANTARESS methods. The
two main reference frames (Fig. B.1), with origin at the star cen-
ter, are the sky-projected stellar rest frame (x is the node line
of the stellar equator, y the sky-projected stellar spin, z the line-
of-sight (LOS); Fig. 2) and the star rest frame (x is the stellar
equator, y the stellar spin, z the LOS). We refer to Appendix B.1
for details about our other coordinate systems.

Particular care must be taken about the definition of tran-
sit windows. We consider that an exposure is in-transit if the
planetary disk overlaps with the stellar disk during at least a
fraction of the exposure. Most exoplanet host stars rotate slowly
enough that they can be considered spherical, in which case
the condition for overlap is rsky < R⋆+Rp, where rsky is the far-
thest distance between the planet and star centers during the
exposure, projected onto the plane of sky. The workflow can

1 Each order is covered by two independent slices on the detectors,
which are hereafter treated as individual orders.

Fig. 2. Views of ANTARESS sky-projected stellar grid for an imaginary
system in various configurations highlighting the workflow possibilities.
The plots X and Y axis correspond to x⋆sky and y⋆sky (see text). The
stellar equator is shown as a solid black line, and the projected stellar
spin axis as a black arrow extending from the north pole. Two planets
(black disks) move along their orbital trajectory, whose 3D orientation is
indicated by the normal to the orbital plane (green and golden arrows).
Top: star shown rotating differentially between equator and poles and
is colored as a function of its photospheric rv field (dotted black lines
show iso-rv curves). Middle: star is fast-rotating and oblate, colored as
a function of its intensity field (darkened at the limbs and brightened at
the poles by gravity-darkening). Bottom: zoom-in on the planet-planet
occultation. The grids discretizing the star and planets are displayed
with a low resolution for clarity purpose.
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account for host stars that rotate fast enough to be oblate. In
that case the transit condition is best solved numerically. We
assess whether the planet limb intersects with the sky-projected
photosphere, namely, whether the x⋆sky and y⋆sky coordinates of
the discretized planet limb provide a solution to the quadratic
describing the oblate photosphere (Eqs. (13) and (14) in Barnes
20092).

3.2. Planetary atmospheric masking

If the transiting planet possesses an atmosphere the absorption
lines of its constituent species may be present in the spectra pro-
cessed from the full stellar disk. While extracting those lines is
one of the end goals of the workflow, in earlier steps they act as
contaminants of the stellar lines. We thus propose a procedure
to exclude spectral ranges contaminated by narrow absorption
lines from the planetary atmosphere. This requires a list of wave-
lengths for the electronic transitions to be masked and a rv
window corresponding to the absorbed range in the planet rest
frame (assumed common to all lines). First, we calculate the
z′sky component of the planet velocity vector in the sky-projected
orbital reference frame, by applying the changes from Eqs. (B.3)
and (B.4) to the orbital velocity coordinates (Eq. (B.2)). Then,
we calculate an effective planetary orbital rv for each exposure,
rvp/⋆, by oversampling z′sky to account for its possibly asym-
metrical variations around the exposure center. The excluded rv
window, shifted to the star rest frame using the rvp/⋆ values, is
used directly with CCF profiles or converted into spectral ranges
for each electronic transition to be masked. Pixels can be masked
at various steps of the workflow, and are propagated afterward
through our resampling algorithm.

We illustrate the interest of atmospheric masking throughout
the processing of the WASP-76b dataset, excluding conserva-
tively the range [–25; 10] km s−1 contaminated by planetary iron
lines (Ehrenreich et al. 2020). These lines are present in the
F9 stellar mask used by Ehrenreich et al. (2020), through the
ESPRESSO DRS, to compute the CCFs of WASP-76. To be
comparable with their analysis, we use the F9 mask linelist to
set the excluded transitions.

3.3. Description of the stellar surface

The PROCESSING and ANALYSIS methods require the calcu-
lation of various properties associated with the planet-occulted
and disk-integrated stellar surfaces, in particular their broadband
emission (e.g., Sect. 6.3) and spectral profiles (e.g., Sects. 4
and 8). Since photospheric properties are not spatially uniform
and the regions occulted at the stellar limbs or by multiple plan-
ets may have complex shapes, we use a numerical approach to
calculate accurately these properties.

3.3.1. Local profiles

Spectral lines emitted by an “elementary” region of the photo-
sphere are defined by their intrinsic profile, the rv of the region
(to Doppler-shift the profile) and its broadband intensity (to scale
the profile in flux).

The rv of a region at position (x⋆sky,y⋆) (see Sect. 3.1) is
defined as:

rvsurf/⋆ = x⋆sky veq sin i⋆
Ω(y⋆)
Ωeq

+
∑

j

ccb,jµ
j, (2)

2 We caution that all instances of (1 − f 2) in Eq. (14) of Barnes (2009)
must be replaced with (1 − f )2.

withΩ(y⋆) = Ωeq (1−αdr y
2
⋆−βdr y

4
⋆) the stellar rotation rate as a

function of latitude (equal toΩeq at the stellar equator), described
by a Sun-like differential rotation law, and ccb,j the coefficients of
a polynomial law describing convective blueshift variations (see
Cegla et al. 2016 for more details).

We define white-light and chromatic intensities for each
region. The former, based on average stellar properties over
the full spectral band covered by the processed data, are used
to scale cross-correlated profiles. The latter, which account for
variations in the broadband stellar emission, are used to scale
spectral profiles in a given band. Intensities are modulated by
limb-darkening, described in our formalism through uniform,
linear, quadratic, nonlinear, power-2, or solar laws with coeffi-
cients specific to the spectral band considered. They can further
be modulated by gravity darkening, which has the spectral bal-
ance of a black body at photospheric temperatures calculated
with the corrected formalism of Barnes (2009). We caution the
importance of calculating µ = cos θ accurately in the case of
an oblate photosphere, as θ is the angle between the LOS and
the local normal to the photosphere, which differs in this case
from the stellar radius. We thus calculate µ numerically without
approximations, using the projection of the local normal3 on the
LOS.

We propose three possibilities to define intrinsic line profiles:
– Analytical: calculated for properties that vary across the

photosphere according to parametric laws of a chosen spa-
tial coordinate (e.g., a linear variation of contrast with µ).
These variations and the model profile can be informed by
measured intrinsic profiles (Sects. 8.2.3 and 8.3). Analyti-
cal profiles can be broadened by macroturbulence, using a
radial-tangential (Gray 1975, 2021) or anisotropic Gaussian
(Takeda & UeNo 2017) kernel.

– Data-driven: intrinsic profiles extracted from transit time
series are aligned into a common rest frame (Sect. 6.5) and
spatially resampled at higher S/N (Sect. 7.3) into a single
master profile, or into a series function of the resampling
coordinate that can then be interpolated in the chosen region.

– Theoretical: using PYSME (Wehrhahn et al. 2023), informed
by a 1D stellar atmospheric model matching the type of
the host star and its microturbulence velocity, and by a
VALD linelist (Piskunov et al. 1995; Kupka et al. 2000;
Ryabchikova et al. 2015) generated with the host proper-
ties. Solar abundances are used by default (Asplund et al.
2009) but can be varied globally or for specific species to
better match the lines of interest. The spectral lines of chosen
species can further be calculated using pre-computed grids
of non local thermal equilibrium (NLTE) departure coef-
ficients (see the PYSME website and Amarsi et al. 2020,
2022). Theoretical profiles are calculated over a grid in µ to
sample center-to-limb variations and be interpolated in the
chosen region. This approach could be extended to 3D stellar
atmospheric models in future versions of the workflow.

Analytical models are typically good proxies for simple profiles,
as in CCFs, but only allow defining a single line. Data-driven and
theoretical profiles are better options to define complex spectral
lines or a full spectrum, and by construction the former directly
traces the line profiles of the target star. Using observed data to
provide direct estimates of the spatially resolved stellar profiles,
with no assumption on their shape, is one of the main interests
of the ANTARESS workflow.

3 Defined as (−∂p/∂x⋆sky,−∂p/∂y⋆sky, 1), where the photosphere is
described by z⋆sky = p(x⋆sky, y⋆sky) following Eq. (13) in Barnes (2009).
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Fig. 3. Model line profile from the region occulted during a 15 min
exposure (Rp = RJ , R⋆ = R⊙, v sin i⋆ = 25 km s−1). The reference black
profile (high precision, 1.5 min oversampling) can be compared with
the blue (low precision, rotational broadening accounted for, 1.5 min
oversampling), blue dashed (low precision, rotational broadening not
accounted for, 1.5 min oversampling), and dotted black (high precision,
no oversampling) profiles.

3.3.2. Disk-integrated and planet-occulted profiles

The model disk-integrated stellar profile outside of the transit
is defined by integrating the elementary profiles over a cartesian
grid discretizing the entire spherical or oblate sky-projected pho-
tosphere (Fig. 2). Planet-occulted profiles are integrated over the
region transited during the full duration of an exposure. Disk-
integrated profiles within the transit are then calculated directly
as the difference between the out-of-transit disk-integrated pro-
file and the planet-occulted profiles in each exposure. If relevant
for comparison with observations (Sects. 4 and 8), those var-
ious profiles are further convolved with the response of the
corresponding instrument.

The extraction and interpretation of planet-occulted stellar
profiles is central to the ANTARESS workflow. The correspond-
ing models are thus calculated over a finer grid than the one used
for the star, each occulting planetary disk being discretized with
a resolution adjusted to its size in the processed spectral band.
This spatial oversampling allows better resolving the partial
occultation of the stellar limb and accounting for spatial vari-
ations of photospheric properties across occulted areas (Sect. 2).
A temporal oversampling can further be applied when the chord
transited during an exposure is longer than the spatial scale of
stellar surface variations, by positioning the planetary grid at
regular intervals along the chord to account for the blurring
introduced by the planet motion.

Stellar line profiles from planet-occulted regions can be cal-
culated at either low or high precision (Fig. 3). In the first case,
brightness-averaged properties are calculated over each planet-
occulted grid along the chord, and their mean over all grids
define the exposure planet-occulted line profile. In the second
case, elementary line profiles are summed over the cells of
each planet-occulted grid, and then averaged over all grids. Our
tests suggest that models at low precision without oversampling
approximate well enough the planet-occulted line profile for slow
rotators, planets with small transit depth, and short exposure
times whereas models at high precision with oversampling are
required for giant planets transiting fast-rotating or bright stars
(when blurring due the planet size and motion is strong and
detectable), and for multiple transiting planets. Details can be
found in Appendix B.2.

4. Mock datasets

The description of the stellar surface (Sect. 3.3) and noise prop-
erties (Sect. 2.3) in the ANTARESS methods can be used to

generate realistic datasets for the planetary system of interest,
which can then be processed like real observational datasets for
tests and predictions. Mock datasets can be used in particular to
evaluate the detectability of RM signatures, as illustrated with
the simultaneous transits of two exoplanets in Fig. 4.

The method is generic and allows creating a series of disk-
integrated profiles, defined by their start and end BJD times, as
they would be observed with one of the spectrographs imple-
mented in Table 1. Local profiles are defined in spectral or CCF
format (Sect. 3.3) and integrated over the stellar disk numeri-
cally (Sect. 3.3.2), accounting for planetary occultation during
in-transit exposures.

These disk-integrated profiles are generated in the stellar rest
frame over a spectral grid at the chosen sampling. They are then
Doppler-shifted to the heliocentric rest frame, using the stellar
Keplerian motion induced by all planets in the system and a cho-
sen systemic velocity (Sect. 6.2), before being convolved with
the spectrograph response. If the spectral sampling of the mock
dataset is low, the disk-integrated profiles are first calculated at
high resolution and resampled after instrumental convolution to
avoid resolution loss.

Profiles are defined in spectral flux density Fmock, namely,
the number of photoelectrons per spectral bin measured dur-
ing an exposure, multiplied by the exposure time, by a mean
flux density over the epoch, and by a constant instrumental flux
calibration factor, gmock. The last two fields allow introducing
variations in the mock stellar emission measured with different
instruments or epochs. The final profiles comparable to observa-
tions Fmeas

mock are drawn from a Poisson distribution with number
of events set by Fmock. Uncertainties on Fmeas

mock are then attributed
as σmeas

mock =
√
gmockFmeas

mock (Sect. 5.1).

5. Corrections methods

Input spectra are assumed to be corrected for standard instru-
mental effects (flat field, blaze, background) and are put into
a common format at the start of the workflow (Sect. 2.2). Our
methods exploit housekeeping and complementary data4 to mon-
itor the quality of the observations and inform the corrections. If
available, spectra can be replaced by their sky-corrected values
in the relevant spectral orders. Exposures and orders considered
too noisy to be exploited are removed, and spurious spectral
features (e.g., bad detector pixels or poorly-corrected telluric
lines) are permanently masked, with thresholds depending on the
dataset and objectives.

The current ANTARESS workflow (Fig. 1) can correct for
telluric contamination, spectro-temporal flux balance variations,
cosmic rays and spurious peaks, as well as ESPRESSO interfer-
ence patterns. Additional methods could be added to deal with
other instrument-specific corrections (e.g., fringing in near-IR
spectrographs, breathing in HST/STIS) and stellar noise (e.g.,
spots, pulsations in early-type stars). In the following we use
Fmeas and Fcorr to refer to spectra prior to, and after, a given cor-
rection. We note that most of the proposed correction methods
rely on a fixed model to correct Fmeas, and therefore do not propa-
gate possible uncertainties associated with the model. Corrected
spectra are made comparable between epochs of a given instru-
ment, but still differ between instruments because of instrumen-
tal responses. This is taken into account when jointly interpreting
datasets from different spectrographs together (Sect. 8).

4 Provided by the DRS of standard spectrographs or, for activity
indexes, by the Data & Analysis Center for Exoplanets (DACE) hosted
by the University of Geneva at https://dace.unige.ch/
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Fig. 4. Mock ESPRESSO-like time series in the sodium D2 line, for HD 209458b (Rp = 1.36 RJ; P = 3.5 d) and a mock companion (Rp = 2 RJ;
P = 7 d) transiting simultaneously HD 209458 (1.16 R⊙) with v sin i⋆ = 15 km s−1. The transit configuration is illustrated in Fig. 2. Orbital phases are
relative to the outer planet. Dotted and dashed lines show the contacts of the inner and outer planets, respectively. Top left: in-transit disk-integrated
profile distorted by the occultation of the two planets. Bottom left: double-transit light curve. We note that photometric light curves are typically
not an observable from ground-based spectroscopic datasets. Top right: RV derived from a Gaussian fit to the disk-integrated profile series (similar
to the output of most spectrographs DRS), blending the well-known RM anomalies from the larger planet on a highly misaligned orbit (∼flat
deviation) and from the smaller planet on its aligned orbit (S-shaped deviation). The solid blue line show the mock Keplerian stellar reflex motion.
Bottom right: 2D map of intrinsic profiles (see Sect. 6.5), showing the tracks of local stellar lines occulted by the planets along their respective
transit cores.

5.1. Spectral flux calibration

Input spectra Fmeas and their associated uncertainties σmeas are
generally provided in flux units, related to the number of pho-
toelectrons Nmeas cumulated during an exposure per unit of
wavelength as:

Fmeas(λ, E, t) = gcal(λ, E, t)Nmeas(λ, E, t),

σmeas(λ, E, t) = gcal(λ, E, t)
√

Nmeas(λ, E, t).
(3)

At this stage, no resampling has been applied to the spectra and
there is no covariance between their bins. The gcal profiles rep-
resent calibrations applied by the instrument’s DRS to the raw
photoelectrons count, typically to correct for the blaze function
(i.e., the transmission of the spectrograph grating). While the
application of gcal in DRS sets spectra closer to their true spec-
tral flux balance, it artificially changes the relative noise level
between different spectral regions.

Let us consider a flat spectrum, measured with lower count
levels at the edges of a CCD (e.g., N/10, with photon noise
uncertainty

√
N/10) compared to its middle (N,

√
N) due to the

blaze function. Correcting for the blaze yields similar flux levels
(∝ N) across the detector, but uncertainties at the edge and mid-
dle become proportional to

√
10N and

√
N, respectively, so that

the error ratio between edge and middle is 10 times larger after
flux calibration (see Fig. 5). This illustrates how combining dif-
ferent spectral regions in calibrated flux units, in particular when
binning spectra over wide bands (Sect. 5.3) or cross-correlating
them (Sect. 7.5), artificially inflates uncertainties compared to

operating in raw flux units, decreasing the precision on derived
properties.

To circumvent this issue, we estimate a flux calibration pro-
file <g>cal using the spectra themselves (Appendix C.1). This
profile (Fig. 5) only approximates the original calibration from
the DRS (in particular it is overestimated in regions of low S/N
because we neglect readout noise), but allows temporarily scal-
ing back spectra into raw flux units in the relevant methods
(Sect. 7.2), while maintaining the relative flux balance between
exposures to avoid introducing biases.

5.2. Telluric correction

In spectra obtained from the ground, the stellar or planetary
lines of interest can overlap with absorption (or emission) lines
from Earth’s atmosphere, especially broad molecular absorption
bands. The ANTARESS workflow does not yet correct for telluric
emission lines, whose amplitude and profile vary in complex
ways during a night. Fiber-fed spectrographs often monitor the
sky simultaneously with the target, so that emission lines can
potentially be removed in sky-corrected spectra.

Different methods exist to correct for telluric absorption
in the literature: contemporaneous spectral measurements of
spectrophotometric standard stars close to the target (e.g.,
Vidal-Madjar et al. 1986), model-based algorithms (e.g.,
MOLECFIT, Smette et al. 2015; Kausch et al. 2015; TAPAS,
Bertaux et al. 2014; TELFIT, Gullikson et al. 2014), or empirical
methods (e.g., SYSREM, Mazeh et al. 2007; the PCA approach
from Artigau et al. 2014; YARARA, Cretignier et al. 2021).
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Fig. 5. Flux calibration. Top panel: disks (colored over the rainbow
scale as a function of orbital phase, but mostly identical) show the
gcal(λ, t) values measured at low spectral resolution in a given order,
for all exposures of WASP-76 epoch 2. The black dashed line shows the
median profile <g>cal over both epochs. Dotted vertical lines indicate
where the three piece-wise polynomials join. Bottom panel: spectrum
measured during one of WASP-76 epoch 2 exposure, scaled back from
the DRS calibrated counts (red, with orange uncertainties) to ANTA-
RESS equivalent raw counts (blue, with light blue uncertainties). Plotted
uncertainties are amplified by three to visualize the difference in rela-
tive errors between the order edge and center.

We adapted in the ANTARESS workflow the Automatic Tel-
luric Correction (ATC, Allart et al. 2022), used for the DRS of
state-of-the-art spectrographs (ESPRESSO, NIRPS, HARPS).
This model-based approach is a simple line-by-line radiative
transfer code, which calculates the telluric spectrum of a single
atmospheric layer based on the sky conditions and the physical
properties of molecular lines (HITRAN database, Rothman 2021).
The model accounts for the most relevant telluric molecules
(H2O, O2, CH4, CO2), and could process additional species
if needed. The ATC provides similar performances as other
established methods for exoplanet transmission spectroscopy
(SYSREM, Snellen et al. 2010; MOLECFIT, e.g. Allart et al. 2017;
Seidel et al. 2019; Hoeijmakers et al. 2020; Sedaghati et al. 2021)
but can be applied automatically to individual spectra, which
better suits the ANTARESS approach.

Properties of the theoretical atmospheric layer are derived for
each molecule by fitting a CCF of the model telluric spectrum to
the equivalent CCF of an exposure spectrum, using housekeep-
ing data from the spectrograph facility to inform the fit. Once
atmospheric properties are derived for all molecules, we gener-
ate a global telluric spectrum δ⊕ at the resolution and sampling
of the observed spectrum, corrected as:

Fcorr(λB⊙ , E, t) =
Fmeas(λB⊙ ,E, t)
δ⊕(λB⊙ ,E, t)

. (4)

The method is detailed in Appendix C.2 and illustrated in Fig. 6.
The WASP-76b and HD 209458b datasets were corrected for
H2O and O2 telluric absorption. We note that the derived δ⊕ are
also used to exclude telluric lines from CCF masks built with the
workflow (Sect. 8.1).
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Fig. 6. Telluric correction for WASP-76 epoch 1. Top panel: CCF of
H2O over the telluric lines used in the fit, from an observed spectrum
before (red) and after (blue) correction, and from its best-fit telluric
spectrum (green). Middle panel: Average atmospheric pressures derived
for H2O over the epoch. Bottom panel: Spectrum of the exposure in the
top panel, before (red) and after (blue) correction, with its best-fit tel-
luric model (green).

5.3. Flux balance corrections

This subset of methods deal with changes in the relative flux
balance of spectra over time, which can be described in the most
general case through a coefficient c:

Fmeas(λB⊙ ,E, t) = c(λB⊙ ,E, t) F⋆(λB⊙ ,E) δp(λB⊙ ,E, t). (5)

The planetary contribution δp could be isolated if c had a repeat-
able temporal behaviour (e.g., the breathing effect of the HST,
whose achromatic flux variations are phased with the telescope
orbit, Sing et al. 2019; Bourrier et al. 2017) or if they could be
measured independently (e.g., using a comparison star). Since
the current ANTARESS workflow focuses on ground-based obser-
vations, c represents at first order the “color effect” caused by
Earth atmospheric diffusion (e.g., Bourrier & Hébrard 2014).
The spectral balance of c varies over scales of tens to hundreds
of Å, with variations more regular as a function of light fre-
quency ν. Furthermore, c evolves during an epoch (as the target
moves through the sky) as well as between epochs (as atmo-
spheric conditions and the sky position of the star evolves). As
a result, low-frequency variations of planetary origin cannot be
separated from atmospheric diffusion and are removed by our
correction. An estimate of δp must be re-injected later-on in
spectra corrected for flux balance (Sect. 6.3). Importantly, the
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Fig. 7. Flux balance variations in WASP-76 spectra, between each expo-
sure and their median reference in epoch 1 (top panel) and 2 (middle
panel), and between the median reference and their mean over both
epochs (bottom panel). Disks show the spectra-to-reference ratios mea-
sured at low spectral resolution in each exposure (top and middle panels,
colored from purple to red over the rainbow scale with increasing
orbital phase) or in each epoch (bottom panel, in blue for epoch 1 and
green for epoch 2). Solid lines with matching colors show their best-
fit models. Vertical dashed grey lines indicate the central position of
one in every eight ESPRESSO slice. The medium-frequency variations
captured around slice 120 are observed at high airmass and might corre-
spond to the ozone Chappuis absorption bands at λ = 5750 and 6030 Å
(ν = 52.1 and 49.7×10−10 s−1).

correction has no impact at short spectral scales. Because high-
resolution spectra are spectro-photometrically accurate at high
spectral frequency, the true profiles of narrow stellar and plan-
etary lines can thus be retrieved once spectra have been scaled
at low frequency (Sect. 6.4). We note that our description for c
may also account for chromatic fiber losses possibly caused by
a wavelength-dependent seeing profile and its projection on the
spectrograph fiber.

We reset the flux balance of the Fmeas spectra to that of a
reference spectrum expressed as Fref(λ,E) = Cref(λ,E)F⋆(λ,E),
considering that this reference does not necessarily have the
same balance as the true stellar spectrum. An analytical model
Rtheo describing the flux balance variations between Fmeas and
Fref (Fig. 7) is derived in ν space as described in Sect. C.3, and
applied as:

Fcorr(λB⊙ , E, t) = Fmeas(λB⊙ , E, t)
Rnorm(E, t)

Rtheo(λB⊙ , E, t)
,

where Rnorm(E, t) =

∑
λB⊙

Fmeas(λB⊙ , E, t)dλB⊙∑
λB⊙

Fref(λB⊙ , E)dλB⊙
.

(6)

Corrected spectra have the same broadband profile as Fref but
keep the same global flux level as the original spectra to remain
as close as possible to the measured counts (absolute flux scaling
is performed in Sect. 6.3).
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Fig. 8. Data-driven reference spectra of WASP-76 for flux balance cor-
rections in epoch 1 (top panel) and 2 (bottom panel). The dark grey
profile is the mean of the median spectra in each epoch (solid black
profiles), taken as final reference for the two epochs. Spectra from indi-
vidual exposures are colored over the rainbow scale with increasing
orbital phase.

We first set all spectra in a given epoch to the same
flux balance, taking their median spectrum as reference (see
Appendix C.3 and Fig. 8). The correction for the dominant color
effect is performed over all spectral orders together. A second-
order correction can be applied in individual orders, with c
tracing local variations in Earth absorption or in the instrumen-
tal response (blaze function, flat field). This correction must be
used with caution, as it may also capture small-scale features of
instrumental, stellar, or planetary origin, such as the broad wings
of planetary absorption lines or the ESPRESSO wiggle pattern
(Sect. 5.6). Because the WASP-76 and HD 209458 datasets are
dominated by this latter effect, we do not run them through the
spectral order correction.

When several epochs are processed, spectra must be set to the
correct relative balance of the stellar spectrum between epochs
so that line profiles in different spectral bands can be prop-
erly compared and possibly combined. We thus apply a second
correction derived from the ratio between the median reference
spectrum in each epoch and a final reference (Appendix C.3),
which can be common to all epochs (if the stellar flux balance
remains stable, Fig. 8) or account for variations between epochs.
The final reference should further be set to a spectrum represen-
tative of the absolute stellar emission in each epoch if one wants
to extract low-frequency emission spectra from the planet.

5.4. Cosmics correction

This method exploits the fact that an epoch is made of a series
of consecutive exposures, assumed to have the same broad-
band spectral profile thanks to the previous steps, except for
slight variations due to stellar activity and planetary absorp-
tion/emission. This makes it possible to compare a given expo-
sure spectrum with the mean spectrum over adjacent exposures,
Fcomp, following the procedure described in Appendix C.4, and
to identify and replace spectral bins contaminated by cosmic
rays. A bin is considered to be cosmics-affected if:

Fmeas(λ⋆, E, t) − Fcomp(λ⋆, E)
> αcosm max(σFcomp (λ⋆, E), σmeas(λ⋆, E, t)).

(7)
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Fig. 9. Cosmics processing applied to epoch 2 of WASP-76. Top sub-
panels show F(t) − Fcomp divided by σFcomp (black) and σmeas(t) (green),
with αcosm plotted as a red line, in a sample exposure whose flux spec-
trum is shown in the bottom subpanels. The red pixel in the top block
(together with adjacent pixels) is corrected because it deviates with
respect to both its own uncertainty and to the standard deviation over
adjacent exposures. The pixel in the bottom block is not corrected
because it could result from photon noise in the exposure.

Where αcosm is a chosen threshold, adjusted depending on the
quality of each dataset so as not to exclude noisy pixels as
cosmics. The condition onσmeas accounts for the processed spec-
trum possibly being much noisier than adjacent exposures in a
given bin – in which case Fmeas(λ⋆, E, t) can deviate significantly
from Fcomp(λ⋆, E) due to photon noise alone. This can occur over
pixels corrected for deep telluric lines that shift during an epoch.
Because cosmic rays can generate charges across several pixels
before being absorbed, due to their trajectory and local charge
bleeding of the detector, we allow pixels adjacent to a cosmics-
flagged bin to be replaced as well. Corrected flux values are set
to Fcomp(λ⋆, E) and their variance5 to σFcomp (λ⋆, E)2.

5 At this stage of the workflow spectra still display no covariance since
they were processed on their own spectral grid.

Fig. 10. Persistent peaks masking of a CARMENES time series. Top
panel: telluric emission lines (highlighted in blue in the first exposure
spectrum, shown in red) were identified through comparison with the
stellar continuum (black). Middle panel: zoom on the strongest telluric
line from the top panel, plotted over the rainbow scale with increasing
orbital phase. This specific line was flagged over the first ten exposures,
after which the decreasing airmass makes it negligible. Bottom panel:
zoom on one of the strongest telluric lines in the CARMENES range,
masked over the entire epoch.

5.5. Persistent peaks masking

This method deals with flux peaks induced, for example, by hot
detector pixels that were not masked by the instrument DRS, or
telluric emission lines that were not removed using sky-corrected
data. In contrast to transient cosmics, the affected bins show spu-
rious flux values persisting over time. We thus identify and mask
pixels that deviate from the stellar continuum by more than a
threshold over all exposures (typically hot pixels) or over consec-
utive exposures (typically telluric emission lines, strengthening
at twilight as airmass increases) in an epoch.

Since no spurious peaks were found in the ESPRESSO data,
we show in Fig. 10 an application to CARMENES transit spec-
tra of WASP-156b (Bourrier et al. 2023) where strong telluric
emission lines varying in strength but persisting over consecutive
exposures could be identified.

5.6. Wiggle correction

ESPRESSO spectra are modulated by “wiggles” (Fig. 11), sinu-
soidal patterns arising from interferences within the Coudé Train
optics that affect the four VLT units. Most observations are
affected by low-frequency wiggles (amplitudes up to several
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Fig. 11. Transmission spectra of HD 209458 as a function of light frequency, highlighting different wiggle patterns at the start (exposure 14,
top panel) and end (exposure 79, bottom panel) of epoch 2. Top (resp. bottom) subpanels show data before (resp. after) wiggle correction. The
wiggle model, overplotted as a dashed red line, is a beat pattern between a dominant (blue) and weaker (orange) component. Right panels show
periodograms of the data (horizontal dashed lines are false-alarm probability levels at 1, 5, and 10%), highlighting the removal of these components.

%, periods between ∼10–100 Å ; Allart et al. 2020; Tabernero
et al. 2021), with the possible occasional contribution of high-
frequency wiggles (amplitude ∼0.1%, period ∼1 Å ; Casasayas-
Barris et al. 2021). The wiggles’ amplitude and period vary
with wavelength and over timescales of minutes, making it dif-
ficult to determine their behaviour. Nonetheless, since wiggles
modify the local flux balance between exposures and thus bias
transmission spectra, several empirical corrections have been
attempted:

– Cubic splines (Tabernero et al. 2021; Azevedo Silva et al.
2022) fitted over a specific spectral range.

– Sines (Borsa et al. 2021; Casasayas-Barris et al. 2021;
Benatti et al. 2021; Seidel et al. 2021, 2022) combined over
different spectral ranges with specific period, phase, and
amplitude.

– A broad Gaussian smoothing filter (Merritt et al. 2020;
Kesseli et al. 2022; Maguire et al. 2023; Zhang et al. 2022)
or Savitzky-Golay filter (Allart et al. 2020) to capture low-
frequency wiggles, and a narrow median filter to capture
high-frequency wiggles (Casasayas-Barris et al. 2022).

While these methods can be efficient at removing wiggles
over local spectral bands, they consider each exposure indepen-
dently and apply blind corrections without understanding of the
underlying wiggle pattern. Such separate, piecewise corrections
could introduce variations between transmission spectra, and

inadvertently remove stellar and planetary signals. Given the
importance of ESPRESSO for the astrophysical community,
we thus devised a method to describe the spectro-temporal
behaviour of wiggles and correct them homogeneously. This
method is generic enough that it can be adapted to similar
patterns, such as HARPS-N ripples (Thompson et al. 2020),
HARPS interference pattern (Cretignier et al. 2021), or fringing
on NIR spectrographs (e.g., Guilluy et al. 2023).

Through trial and error we determined that wiggles are
best described as a beat pattern between a dominant sinusoidal
component with frequency ∼3.8×1010 s (periods6 between ∼13–
54 Å) and a weaker one at ∼3.1 × 1010 s (periods between
∼16–65 Å). The components’ amplitude and frequency can be
defined as polynomials of light frequency. The chromatic coef-
ficients of these polynomials, as well as the phase reference of
the components, can be expressed as a linear combination of the
telescope cartesian pointing coordinates, defined by its azimuth
and altitude. The full model is thus controlled by a set of point-
ing parameters for each component (see Appendix C.6.1). These
parameters change when the LOS crosses the meridian, but the
model remains continuous in value and derivative. We empha-
size that the telescope guide star should not be changed during

6 The period in wavelength space is P(λ) = λ2/(F(λ)c).
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Fig. 12. RMS of HD 209458 transmission spectra in epoch 2 before
(red) and after (blue) wiggle correction. Green squares are the medi-
ans of the propagated error tables. The bottom panel shows the ratio
between RMS and median error, expected to be unity for photon-
dominated noise. The correction removes the structure in this ratio,
which can be attributed to systematic noise from the wiggles.

an epoch, as we found that it resets all pointing parameters (see
WASP-76, Fig. C.5).

Because our wiggle model still depends on many free param-
eters, its characterization for a given dataset has to be performed
semi-automatically. Our procedure (see Appendix C.6.2) follows
iterative steps that aims at initializing the model close to its
best fit. First, we screen transmission spectra manually to iden-
tify the spectral ranges that constrain the wiggles and to assess
the strength of the two components. Then we sample the chro-
matic variations of the components’ frequency and amplitude
in each exposure, and determine their optimal polynomial mod-
els. Those polynomials are used to initialize the spectral wiggle
model fitted to each exposure. These fits yield time series of
polynomial coefficients for the amplitude and frequency of the
two components, as well as phase values, which are fitted in turn
with the pointing coordinate function. Finally, the resulting set
of pointing parameters is used to initialize the spectro-temporal
wiggle model fitted to the full dataset. Original flux spectra are
corrected for the wiggles through division with this global best-
fit model (Fig. 11). The efficiency of the wiggle correction is
illustrated in Fig. 12.

Our exploration of the wiggles hints at trends between tar-
gets, offering hope that our model can be further simplified with
generic laws linked to the telescope/instrument properties or the
observed sky region. Our findings that wiggles are dominated by
two components with reproducible frequencies already provide
information to identify the exact optical elements that are respon-
sible for the interference pattern. A systematic exploration of the
wiggle properties over all ESPRESSO transit datasets, which can
be done in a homogeneous way with ANTARESS, would help to
further characterize their behavior (Allart et al. 2020).

6. Processing methods

At this stage of the workflow (Fig. 1) spectral data are cor-
rected for instrumental and environmental variations. We now
describe the methods developed to extract disk-integrated and
planet-occulted profiles in each epoch, and to process them into
various formats. Keeping with the spirit of ANTARESS, data is
processed as S2D spectra until otherwise required. They can
then be converted into 1D spectra (Sect. 7.4) or cross-correlated

with the appropriate mask (Sect. 7.5), and resampled into new
time series or single master profiles (Sect. 7.3). The processing
pathway depends on the objective and corresponding ANALY-
SIS methods (Sect. 8), such as measuring global photospheric
properties from a master disk-integrated stellar spectrum, or
performing a RM analysis using time series of planet-occulted
CCFs. We will describe methods to further process S2D spec-
tra until the extraction of planetary atmospheric profiles in a
companion paper.

6.1. Stellar line detrending

This method corrects time series of disk-integrated stellar pro-
files for systematic trends identified between the line prop-
erties (rv residuals, FWHM, or constrast) and environmen-
tal/housekeeping parameters (e.g., time or S/N). This is done
by fitting polynomials, sinusoids, or their combination, to the
out-of-transit line properties (Sect. 8.2.3) and using the derived
model to correct the entire time series , in particular during tran-
sit (see details in Appendix D.1). This approach works best when
stellar baseline can be measured both before and after the transit.

We highlight the importance of CCFs, whose properties can
be measured at high precision, to devise detrending models that
can then be applied to individual spectral lines or full spectra
(for a direct detrending of CCFs, see Bourrier et al. 2022, 2023).
Using this approach (not detailed here) to correct the S2D spec-
tra of WASP-76 and HD 209458’s first epochs for correlations of
their CCFs with phase and S/N reduced the out-of-transit disper-
sion of their rv residuals from 2.8 to 1.9 m s−1 (WASP-76) and
1.25 to 1.13 m s−1 (HD 209458), and contrast (normalized to its
mean) from 383 to 258 ppm (WASP-76) and 275 to 174 ppm
(HD 209458).

6.2. Alignment in star rest frame

Disk-integrated profiles must be aligned in the rest frame of the
star, taking care of shifting their individual spectral grid rather
than resampling them on a common grid (Sect. 2.3). Comple-
mentary spectral profiles, such as telluric spectra (Sect. 5.2) or
flux calibration profiles (Sect. 5.1), follow the same procedure
so that they can be used for weighing (Sect. 7.2). Wavelengths
in the star rest frame λ⋆ are calculated using the formula of the
classical Doppler shift, for a stationary receiver located at the
solar solar System barycenter and the star as the source moving
in an arbitrary direction:

λ⋆(t) =
λB⊙(

1 + rv⋆/B⋆ (t)
c

) (
1 + rvB⋆/B⊙

c

) (8)

where rv⋆/B⋆ is the star Keplerian rv relative to the planetary sys-
tem barycenter and rvB⋆/B⊙ is the systemic rv between the stellar
and solar System barycenters. If disk-integrated profiles are in
CCF format, the sum of these two rv is instead subtracted from
their rv grids.

The Keplerian rv (Eq. (B.1)) should account for all bodies
that induce a substantial reflex motion over the course of the
epoch. This motion is small during the transit of planets on low-
eccentricity orbits and remains below 500 m s−1 for most known
host stars, which is lower than the best resolutions available
(1.6 km s−1 for ESPRESSO in ultra high-resolution mode, Pepe
et al. 2021). There are nonetheless a few known planets inducing
larger motions, and accounting for this correction may become
important with next-generation spectrographs.
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Fig. 13. Chromatic broadband scaling. Scaling values for WASP-76b
exposures (epoch 1) were derived from a chromatic set of BATMAN light
curves (see text).

The systemic rv can be known a priori from velocimetry,
but it must be measured from each dataset. First, because it can
vary between instruments and epochs. Second, to work in the
rest frame of a specific stellar line, which may deviate from the
overall stellar rest frame depending on the line shape and for-
mation layer. The measurement of rvB⋆/B⊙ is done by isolating a
given stellar line or converting disk-integrated spectra into CCFs
(Sect. 7.5), aligning the profiles by correcting for the Keplerian
motion, binning them over out-of-transit exposures (Sect. 7.3),
and deriving the centroid of the master stellar line (Sect. 8.2.1).

We neglected the Lorentz factor 1/
√

1 − (v/c)2 that accounts
for relativistic effects in the Doppler shift formula, as the con-
tribution from the systemic motion is constant, that from the
Keplerian motion amounts to ∼0.04 cm s−1 for a velocity of
500 m s−1.

6.3. Broadband flux scaling

This method resets profile time series to their true relative
flux level. This step if not necessary if absolute fluxes can be
measured or if the planet contribution is not removed by the
flux balance correction (Sect. 5.3), but is generally critical for
ground-based observations.

At this stage the Fmeas spectra have the low-frequency profile
of the chosen reference Fref but retain their original flux level.
We first normalize them to a common integrated flux T Fref , set to
the median flux over the epoch or to a physically-motivated value
specific to each epoch. Then, we scale the normalized profiles
using light curves that match lc, the flux modulation observed
from the system that we calculate using the BATMAN package
(for simple transit light curves, Fig. 13), the ANTARESS stellar
surface model (to account for simultaneous transits and com-
plex photospheres, Fig. 14), or a measured/theoretical light curve
imported into the workflow (to account for complex features,
specific to a given epoch). The real light curves trace tempo-
ral variations of the broadband stellar intensity and planetary
absorption/emission, and our scaling light curves can thus be
calculated chromatically over λ⋆. Final rescaled profiles (see the
full procedure in Appendix D.2) can be expressed as:

Fsc(λ⋆, E, t) = F(λ⋆, E, t)Cnorm
ref (λ⋆, E),

with Cnorm
ref (λ⋆, E) =

TFref∑
λ⋆ Fref(λ⋆, E)dλ⋆

.
(9)

Where the F spectral time series have the low-frequency profile
and global flux level of Fref , and the relative flux level of the true
spectra.
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Fig. 14. Numerical broadband scaling. The light curve, generated with
ANTARESS stellar grid, corresponds to the mock system in Fig. 2
(middle panel). Note the distorted shape of the light curve due to the
misaligned orbit of the planet across the gravity-darkened star, and the
asymmetric transit contacts due to its oblateness.

Both the HD 209458b and WASP-76b datasets are scaled
using BATMAN light curves. While the medium-resolution
sodium signature in the transmission spectrum of HD 209458b
(Charbonneau et al. 2002) may trace broad wings from the plan-
etary atmospheric lines (Vidal-Madjar et al. 2011), the signatures
in the line cores arise from an incorrect estimate of the planet-
occulted stellar line (Casasayas-Barris et al. 2021; Dethier &
Bourrier 2023). In-transit spectra around the sodium doublet
thus mainly decrease in flux due to the planet atmospheric con-
tinuum in this range, and we apply an achromatic scaling using
the constant transit depth and limb-darkening from Table 2.
In the case of WASP-76b, we study spectra over the entire
ESPRESSO optical range. In-transit scaling must thus account
for variations in limb-darkening and planetary absorption at low
spectral resolution over this range. We use the non-linear limb-
darkening coefficients and transit depths derived from HST/STIS
spectra (Fu et al. 2021), which both show strong variations
between 300 and 600 Å (Fig. 13).

6.4. Differential profiles

This method allows retrieving profiles that contain the starlight
occulted by a planet7 and filtered by its atmosphere. At this stage,
disk-integrated profiles are aligned in the star rest frame, have a
common spectral flux balance and correct relative flux levels.
They can be decomposed between regions occulted or not by the
planet as:

Fsc(λ⋆, E, t) = Cnorm
ref (λ⋆, E)(Fp(λ⋆, E, t)

+
∑
i<iocc

fi(λ⋆, E) S i +
∑
i∈iocc

fi(λ⋆, E) (S i − S p
i (λ⋆, E)), (10)

where Fp is the light emitted/reflected by the planet (Eq. (1))
and fi the surface flux density from region i of the stellar disk,
which has a sky-projected surface S i along the LOS. S p

i is the
portion of S i hidden by the planet, which can be written as the
sum of the equivalent surfaces occulted by the opaque planetary
disk S p[thick]

i (λ⋆, E) and by the optically thin atmospheric annu-
lus S p[thin]

i (λ⋆, E). The spectral dependence of these surfaces
traces broadband variations of the atmospheric continuum and
high-frequency absorption by the annulus. The surfaces are also
time-dependent because of the partial occultation of the star dur-
ing ingress and egress, of the Doppler shift of the atmospheric
7 What we call planet-occulted starlight is actually light from the unoc-
culted stellar profile coming from the equivalent region of the star
outside of the transit.
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Fig. 15. Map of differential profiles during HD 209458b epoch 1, in
the region of the sodium doublet. Values are colored as a function of
flux and plotted as a function of wavelengths in the star rest frame
(in abscissa) and orbital phase (in ordinate). The planet-occulted stel-
lar lines of sodium and nickel are clearly visible during transit (contacts
are shown as white dashed lines). Visual inspection of out-of-transit and
in-transit continuum values do not show any strong systematic features.

signal due to the planetary orbital motion, and of the different
layers of planetary atmosphere that occult the star at different
times of the transit (e.g., Ehrenreich et al. 2020).

Differential profiles are extracted as the difference between
the unocculted star and exposure profiles (Fig. 15):

Fdiff(λ⋆, E, t) = F t
⋆(λ⋆, E) − Fsc(λ⋆, E, t)

= Cnorm
ref (λ⋆, E)(−Fp(λ⋆, E, t) +

∑
i∈iocc

fi(λ⋆, E) S p
i (λ⋆, E)). (11)

In contrast to standard approaches, we calculate a reference for
the star, F t

⋆, directly on the spectral grid of each exposure to
avoid unnecessary resampling and subsequent resolution loss or
introduction of correlated noise (see the detailed procedure in
Appendix D.3). Differential profiles are also extracted outside of
the transit to retrieve the light potentially coming from the planet,
Fp, and to analyze the noise distribution of the data (in the
absence of planetary signal and stellar variability, out-of-transit
Fdiff values should distribute as Gaussian noise).

Differential profiles can then be processed in two different
ways. Either all planetary contributions are removed to con-
vert differential profiles into intrinsic stellar profiles, from which
are derived stellar surface properties and the orbital system
architecture (as described in the following sections), or differ-
ential profiles can be corrected for planet-occulted stellar lines
to isolate S p[thin]

i and Fp.

6.5. Intrinsic profiles

This method converts in-transit differential profiles Fdiff into
intrinsic stellar profiles F intr. First, differential profiles are reset
to a common flux level by correcting for broadband flux vari-
ations (Sect. 6.3). Then spectral ranges contaminated by the
planetary atmosphere, if present, are identified and masked
(Sect. 3.2). Finally, intrinsic spectra are corrected for chromatic
deviations around the average rv of the occulted regions induced
by broadband variations in the planet continuum. The resulting
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Fig. 16. Intrinsic spectra of HD 209458 in epoch 1, showing the sodium
doublet from occulted regions of the photosphere. The purple (from end
of ingress) and red (from beginning of egress) spectra trace HD 209458b
moving from the blueshifted to the redshifted stellar hemisphere along
its aligned orbit (spectra are downsampled for clarity, with original data
shown as faded profiles).

profiles can be expressed as:

F intr(λ⋆, E, t) = Cnorm
ref (λ⋆, E)

×
Iocc(λ⋆, E, t)αocc(λ⋆, E, t) S p[thick]

occ (λ⋆, E, t)
1 − lc(λ⋆, E, t)

.
(12)

Here, Iocc is the specific intensity emitted by the occulted region,
and αocc its broadband intensity variations. Because the spec-
tral flux scaling lc can be expressed as a function of αocc and
the planetary continuum, S p[thick]

occ , the above expression can be
simplified to (for full details see Appendix D.4):

F intr(λ⋆, E, t) = Fnorm
ref (λ⋆, E)Iocc(λ⋆, E, t). (13)

Here, Fnorm
ref only contains components constant in time over the

transit and with low-frequency spectral variations. Intrinsic pro-
files are thus independent of planetary occultation (at both low-
and high- spectral resolution) and broadband stellar flux vari-
ations, and only trace variations in the spectral profile Iocc of
the occulted stellar lines. In this way, the ANTARESS workflow
allows mapping spatially the spectral emission from exoplanet
hosts, providing direct observational constraints for theory and
models of stellar atmospheres (Sect. 8.3.2).

6.5.1. Cross-correlated differential and intrinsic spectra

Intrinsic spectra can be cross-correlated with a weighted mask
to create high-S/N CCFs (Sect. 7.5), from which series of stel-
lar surface properties along the transit chord can be derived.
The method can be applied with masks used by standard
spectrograph DRSs, or preferably with a mask generated self-
consistently from the processed data (see Sect. 8.1). “White”
intrinsic CCFs built from a mask encompassing the full spectrum
(Fig. 17) can first be used to study the stellar surface veloc-
ity field and system orbital architecture (Sect. 8.3.1). Intrinsic
CCFs built from masks specific to a given species can then
be used to study how the properties of the stellar atmospheric
layers populated by this species deviate from the average pho-
tospheric properties probed by the white CCFs (Sect. 8.3.2).
We emphasize that, in contrast to disk-integrated CCFs dis-
torted by planet-occulted lines and planetary atmospheric lines,
CCFs computed from intrinsic spectra only trace the stellar emis-
sion and can be directly interpreted with stellar line models
with fewer risks of biases. Particular care is taken to deal with
planetary contamination, as described in Appendix D.4.
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Fig. 17. Intrinsic CCF map of WASP-76 in epoch 2, plotted as a function
of rv in the star rest frame (in abscissa) and orbital phase (in ordinate).
Values are colored as a function of normalized flux, unveiling the track
of local stellar lines occulted by the planet along its transit chord (green
dotted lines show transit contacts). The magenta line shows the planet
orbital track, along which was excluded the range contaminated by its
atmosphere. CCFs were computed with ANTARESS mask built from
WASP-76 data (Sect. 8.1).

When computing intrinsic CCFs we cross-correlate out-
of-transit differential spectra with the same mask. In-transit
differential CCFs, computed as the difference between intrinsic
CCFs and their best-fit model (Sect. 8.2), are then rescaled by
(1 − lcCCF(rv, E, t))/lcCCF(rv, E, t) (where lcCCF(rv) is the CCF
of lc(λ⋆), Sect. 7.5) to be made comparable to out-of-transit dif-
ferential CCFs. The resulting series of differential CCFs allow
studying the quality of the fit to the intrinsic stellar line, and the
noise distribution of the data over a full epoch (Sect. 8.3.1).

6.5.2. Alignment of intrinsic profiles

Intrinsic profiles are extracted in the star rest frame, with stel-
lar lines Doppler-shifted due to the motion of photosphere. This
method aligns them in a common frame, in which they can
be resampled temporally/spatially (Sect. 7.3) to be analyzed at
higher S/N (Sect. 8.2.2) or used to extract atmospheric profiles.
We take care of shifting the individual spectral grid of each pro-
file rather than resampling them on a common grid (Sect. 2.3).
Wavelengths in the rest frame of the stellar surface λsurf are cal-
culated for the receiver located at the star rest frame and the local
photosphere as the source:

λsurf(t) =
λ⋆

(1 + rvsurf (λ⋆,t)
c )

, (14)

where rvsurf(λ⋆, t) is the rv of the planet-occulted region, sub-
tracted from the rv grid of intrinsic profiles if they are in CCF
format. We neglect relativistic effects due to the motion of the
stellar photosphere, as they are negligible.

Values of rvsurf can be set to the shifts derived for each intrin-
sic line profile (Sect. 8.2.2). This approach is accurate but may
be imprecise, or even impossible if the line cannot be fitted due
to a low S/N or inconvenient planet masking (Sect. 3.2). Alter-
natively, rvsurf can be calculated for all planet-occulted regions
with ANTARESS stellar surface model (Sect. 3.3), accounting
for rv contributions relevant for the studied line (e.g., convective
blueshift in the line spectral range).
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Fig. 18. Generation of a CCF mask for HD 209458. Top panel: Mas-
ter disk-integrated spectrum over all out-of-transit 1D spectra, before
(blue) and after (black) normalization with the stellar continuum (red).
Shaded blue areas are excluded due to strong telluric contamination.
Middle panel: final mask lines, identified in the master spectrum by their
minimum (green disks) and surrounding maxima (red disks). Bottom
panel: zoom highlighting the range of each mask line (shaded bands)
and, when cross-matched with VALD, their origin species.

7. Generic methods

We describe here generic methods that are used in several steps
of the ANTARESS workflow.

7.1. Stellar continuum

The stellar continuum is required in particular by the PEAK
MASKING (Sect. 5.5) and CCF MASKS (Sect. 8.1) methods.
Appendix E.1 summarizes our approach to derive the con-
tinuum from the processed data (Fig. 18), using a simplified
SNAKE sequence (smoothing, finding local maxima, measuring
α-shape, interpolating envelop) from the RASSINE algorithm
(see Cretignier et al. 2020b for details).

7.2. Spectral weight profiles

ANTARESS methods perform weighted averages of profile time
series (Sect. 7.3), or overlapping orders in a given profile
(Sect. 7.4), using the squared inverse of the flux error in each
pixel as weight. This accounts for different pixel flux preci-
sion between profiles due to low-frequency variations in their
overall flux level, and to high-frequency variations in their
spectral flux distribution. However, because the uncertainty
associated with a measured pixel flux is a biased estimate
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Fig. 19. Order-per-order weight profiles of disk-integrated stellar spectra
in the first (blue) and last (red) exposures of WASP-76 epoch 1 (the
lower panel shows a zoom-in of the upper panel). This shows how lower
weights are given at the edges of detector orders, at the bottom of telluric
lines, and in regions more strongly corrected for Earth’s atmospheric
diffusion (i.e., toward blue wavelengths and at the start/end of epochs).
The stellar spectrum is not included, as it does not contribute to disk-
integrated spectra weighing.

of its true error, we devised an original approach to estimate
its value (Appendix E.2.1). Weight profiles on disk-integrated
and intrinsic spectra measured over ∆t are then defined as
(Appendix E.2.2):

Wsc(λ⋆) =
1

σsc,true(λ⋆)2 ,

W intr(λ) =
(1 − lc(λ))2

σmeas
⋆ (λ)2 + σsc,true(λ)2 ,

withσsc,true(λ⋆) = lc(λ⋆)
√
g̃cal(λ⋆)Fmeas

⋆ (λ⋆)Ccorr(λ⋆)/∆t.

(15)

The disk-integrated spectra are averaged in the star rest frame,
while intrinsic spectra are averaged in the star (λ = λ⋆) or pho-
tosphere rest frame (λ = λsurf). The flux calibration profile g̃cal
(Sect. 5.1), color effect (through Ccorr, Sect. 5.3), and flux scaling
lc(λ⋆) (Sect. 6.3) contribute to low-frequency noise variations,
weighing disk-integrated and intrinsic spectra in the same direc-
tion through σsc,true. The g̃cal profiles have a strong impact when
averaging overlapping orders (Fig. 19).

High-frequency noise variations arise from tellurics (through
Ccorr, Sect. 5.2) and disk-integrated stellar lines (through Fmeas

⋆ ).
Tellurics weigh in the same direction disk-integrated and intrin-
sic spectra, with lower weights for deeper lines. Because tellurics
shift with the Earth’s motion in the star or surface rest frames, the
noise and associated weight of a telluric-corrected pixel evolves
over time. Stellar lines remain fixed in the star rest frame and
only contribute to the weighing of intrinsic spectra in the sur-
face rest frame. In that case, the disk-integrated lines in which
intrinsic lines are imprinted shift between exposures and can
induce strong noise variations in a given pixel (Fig. 20). Counter-
intuitively, W intr is inversely proportional to Fmeas

⋆ because the
unocculted stellar spectrum acts as a (noisy) background light
source when computing its difference with in-transit spectra.
The parts of resulting intrinsic spectra that fall at the bottom
of disk-integrated stellar lines are thus measured more precisely
than those falling in the wings or continuum, since the flux and
associated noise are lower there. When planetary atmospheric
lines contaminate intrinsic spectra, the masked ranges also have
a strong impact on the weighing due to their large shifts during
transit (Sect. 7.3).
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u Fig. 20. Order-per-order weight profiles of intrinsic stellar spectra near

the second (blue) and third (red) transit contacts of WASP-76 in epoch 1,
as a function of wavelength in the surface rest frame. Besides the contri-
butions highlighted in Fig. 19, we note the impact of masked planetary
ranges (which redshift over the transit as the planet orbits faster than the
star rotates) and disk-integrated stellar lines (which blueshift over the
transit as the planet first occults the stellar hemisphere rotating toward,
and then away, from the observer; see inset).

Low-frequency noise variations are generally accounted for
in the literature by using the S/N, which approximates the true
error on the disk-integrated flux over wide spectral bands. The
impact of tellurics and stellar lines, however, is often ignored
despite the biases it can introduce in averaged intrinsic stellar
(Appendix G.3) and planetary spectra.

7.3. Temporal and spatial resampling

This method is used to calculate the weighted mean of a series
of profiles, in new bins along a chosen dimension x:

F(λ, x, E) =
∑

t F(λ, x(t), E)W(λ, x(t), E)∆x(t)∑
t W(λ, x(t), E)∆x(t)

. (16)

Here, F and W are the flux and weight profiles associated to
the exposure at time t (Sect. 7.2). Details on the resampling
procedure are given in Appendix E.3.

Disk-integrated profiles are binned over orbital phase (tem-
poral resampling), typically to define a reference spectrum for
the unocculted star. Intrinsic profiles can be binned over phase
to build a similar series at higher S/N, which may allow ana-
lyzing stellar lines in individual new exposures (Sect. 8.2.2) at
the expense of blurring. Alternatively, intrinsic profiles can be
binned over rsky (spatial resampling) to build a series that maps
the emission of the photosphere more directly. Indeed, with the
assumption that stellar lines only vary with distance to the star
center, intrinsic profiles at opposite phases around the time of
inferior conjunction are symmetrical and can be combined into a
higher-S/N profile in which planet-contaminated ranges are filled
in. This approach is illustrated in Fig. 21. Intrinsic profiles resam-
pled as a function of rsky, or into a single master, can be used to
tile ANTARESS stellar grid (Sect. 3.3.1) or to correct differential
profiles for stellar contamination.

7.4. Conversion from 2D to 1D spectra

This method is applied to disk-integrated or intrinsic stellar spec-
tra once they have gone through their latest processing stage
(Fig. 1), to delay as much as possible resolution loss and the
introduction of correlated errors. A converted disk-integrated
spectrum can be seen in Fig. 18, and the procedure is detailed
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Fig. 21. Binning of WASP-76 intrinsic CCFs in epoch 1. The top panel
shows the rsky windows covered by each exposure (offset vertically for
visibility, and colored over the rainbow scale with increasing orbital
phase). Middle panels show the intrinsic CCFs of exposures overlap-
ping with the binning windows chosen as example. The bottom panel
shows the resulting binned profiles, corrected for planet contamination
and tracing variations in shape across the stellar surface.

in Appendix E.4. The ANTARESS workflow resumes with the
1D spectral time series after conversion. One of the interests of
this method is also to generate order-merged 1D spectra, with
associated uncertainties, which can be used beyond ANTARESS
(comparison with stellar models, template-matching to derive rv,
analysis of interstellar medium absorption, etc).

7.5. Cross-correlation

This method generates CCF profiles by cross-correlating spec-
tra with a binary mask that contains the central wavelengths and
weights of a set of lines. Only mask lines that contribute to the
cross-correlation in all exposures are kept, so that CCFs remain
comparable. The method can be applied to disk-integrated or
intrinsic stellar spectra, after which the ANTARESS workflow
resumes with the CCF time series. In that case, we recommend
generating masks specific to the processed datasets (Sect. 8.1).
The method is also used to compute telluric CCFs from mea-
sured and theoretical spectra (Sect. 5.2). The procedure is
detailed in Appendix E.5, with examples of CCFs shown in
Fig. 21.

It is advised to compute CCFs at the rv resolution corre-
sponding to the pixel width of the original spectra, to limit
correlations introduced between CCF pixels. Nonetheless, the
ANTARESS workflow propagates these correlations into the

covariance matrices associated with CCFs, and accounts for
them in their analysis, so that smaller rv steps can be used to
gain in spectral resolution (Appendix G.1).

8. Analysis methods

We describe here the use and scope of the ANALYSIS meth-
ods, which exploit the data resulting from a given sequence
of PROCESSING methods in spectral or CCF format, over a
broad spectral range or a specific spectral line, and in individual,
resampled, or joined exposures.

8.1. Stellar mask generator

Custom masks tailored to a given star have been shown to
yield CCFs of improved quality (e.g., Bourrier et al. 2023).
Thus, we propose a method, detailed in Appendix F.1, to gen-
erate cross-correlation masks directly from the processed data.
It was adapted to the ANTARESS workflow from a version of the
KITCAT method, and we refer to Cretignier et al. (2020a) for
the underlying concepts. The linelist is built by identifying and
selecting absorption lines in a 1D, normalized master spectrum,
calculated over all epochs of a given instrument to keep their
CCFs comparable and avoid biases. Masks are however specific
to each instrument because their different spectral coverage and
line spread functions change the shape and distribution of stellar
lines. Each mask line is associated with a weight representative
of the photonic error on its rv shift.

While masks are better-defined from high-S/N disk-
integrated spectra, it may be interesting to derive them from
intrinsic spectra in the case of fast-rotating stars, when disk-
integrated lines are blended and difficult to isolate. Masks built
from an entire spectrum allow generating white CCFs to analyze
global properties of the photosphere (e.g., its rotational velocity,
Sect. 8.2.1). By cross-matching the white linelist with a VALD
linelist specific to the target star (Piskunov et al. 1995; Kupka
et al. 2000; Ryabchikova et al. 2015), it is further possible to
define masks specific to a given species, which trace different
layers in the stellar atmosphere8. The interest of this approach is
enhanced by ANTARESS’s method to define intrinsic CCFs as a
function of stellar surface coordinates (Sect. 7.3). Series of such
intrinsic CCFs, built for a suitable set of species would, in effect,
map the stellar atmosphere vertically and horizontally.

8.2. Analysis of individual stellar profiles

We propose methods to derive properties from disk-integrated
(Sect. 8.2.1) or intrinsic (Sect. 8.2.2) stellar profiles in individual
exposures. Analyzing original time series allows assessing their
quality and identifying variations in the derived stellar proper-
ties (Sect. 8.2.3). Analyzing new series, resampled within an
epoch or over several epochs (Sect. 7.3), allows performing these
analysis with higher precision at the expense of temporal/spatial
resolution.

Properties are directly measured on a stellar line (e.g., bis-
sector, equivalent width) or derived by fitting the stellar profile
with one of the models described in Appendix F.2.1. Models can
be defined analytically, to estimate first-order properties control-
ling the shape and position (e.g., FWHM, contrast, rv) of a single
stellar line, or numerically to reproduce complex line shapes or
to fit a portion of the stellar spectrum. When the analysis aims

8 Lines of species with differing atomic properties, or different exci-
tation and ionization states, may form at different temperatures in the
stellar atmosphere, see e.g., Al Moulla et al. (2022).
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Fig. 22. Fit to WASP-76 disk-integrated CCFs, computed with the
ESPRESSO DRS F9 mask. Top panel: the dashed black profile is the
Gaussian best-fit to the CCF in the last exposure (blue profile, phase -
0.0162) before the stellar line is too contamined by the planetary signal
(red area) to be accurately fitted. Blue areas are never contaminated by
the planet, and used to measured the continuum. Bottom panel: rv resid-
uals from the Keplerian model. Orange squares and green disks were
derived from CCFs with no strong planetary contamination in epochs 1
and 2. Matching black symbols (shown without errors for clarity) were
derived without excluding planetary ranges from the fits.

at deriving correct physical properties or comparing line prop-
erties between different instruments, the model stellar profile is
convolved with the relevant instrumental responses.

8.2.1. Disk-integrated stellar lines

Most disk-integrated lines of G and K-type stars are well fit-
ted with Gaussian profiles, especially when cross-correlated over
many transitions (Fig. 22), while lines with damping wings or
asymmetrical shapes can be reproduced with Voigt or skewed
Gaussian profiles. Most M dwarf lines are blended and diffi-
cult to fit individually, but result in sidelobed CCFs that are well
reproduced with Double-Gaussian profiles (Bourrier et al. 2018).
The disk-integrated lines of early-type stars may be shaped by
rotational broadening or even gravity darkening, and cannot be
reproduced with these simple analytical profiles. In that case, the
lines can still be fitted numerically to constrain local line prop-
erties, the photosphere geometry, and its intensity variations.
Fitting the disk-integrated CCF of fast-rotating stars may con-
strain v sin i⋆ independently of the value derived from the RM
analysis (e.g., Bourrier et al. 2020).

Numerical profiles can further be used to constrain the
abundance of a line species. To illustrate this we fitted the
sodium doublet of HD 209458 in the out-of-transit 1D spectrum
(Sect. 7.4) averaged over both epochs (Sect. 7.3). Profiles were
tiled over ANTARESS stellar grid (Sect. 3.3.1) using the rotational
velocity and limb-darkening properties from Table 2, and series
of theoretical intrinsic profiles calculated with a plane-parallel
MARCS2012 stellar atmosphere model (ξ = 1 km s−1), a VALD
linelist for HD 209458, an overall metallicity [Fe/H] = 0.02, and
the NLTE departure coefficients for sodium from Amarsi (2022).
The best fit (Fig. 23) is obtained for a model sodium abundance
of 6.05. While the NLTE grid reproduces better the overall shape
of the sodium doublet (see also Casasayas-Barris et al. 2021;
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Fig. 23. Fit to the disk-integrated sodium doublet of HD 209458. Top
panel: the black profile shows the best-fit PYSME theoretical spectrum
to the measured spectrum (blue profile) over the unshaded regions. Only
the sodium abundance was varied in this example, so that other deep
stellar lines were excluded from the fit. Bottom panel: residuals from
the fit.

Dethier & Bourrier 2023), the core and wings of the lines can-
not be well fitted at the same time, leaving residuals on the order
of 2%. This discrepancy could be due to the contribution of the
chromosphere in the core of the sodium lines (Bruls & Rutten
1992), highlighting the need for refinements in stellar atmo-
sphere models that can be driven by ANTARESS measurements
of spatially resolved line profiles (Sect. 8.3.2).

Stellar properties are typically derived from out-of-transit
exposures to prevent biases induced by the transiting planet.
Series of line shape properties (Sect. 8.2.3) allow detrending
the disk-integrated profiles from systematics over the full epoch
(Sect. 6.1), and rv time series allow us to check the qual-
ity of the Keplerian model and evaluating the presence of an
RM anomaly. In-transit disk-integrated profiles are then used
to extract planet-occulted profiles, rather than to analyze their
anomalous properties. However, useful information can still be
derived from those profiles if they can be masked for the spec-
tral ranges contaminated by the planetary atmosphere (Sect. 3.2)
and planet-occulted lines (Appendix F.2.2). The masked disk-
integrated stellar lines are then not distorted by the planet
anymore, and can be fitted with the same model as for the
unocculted star. This allows deriving stellar properties homoge-
neously over the entire epoch, which can be of particular interest
to study stellar variability at short timescales (e.g., pulsations,
Wyttenbach et al. 2020). This approach is only applicable with
disk-integrated lines broad enough to remain defined despite the
masking. We illustrate this with the rv derived from WASP-
76 CCFs, masked for planetary absorption lines (Fig. 22). The
orbital motion of the planet combined with the width of its
absorption signature result in many in-transit profiles being too
contaminated to be accurately fitted (Fig. 17).

8.2.2. Intrinsic stellar lines

Intrinsic stellar lines are measured at lower S/N than disk-
integrated lines and have simpler shapes, especially when aver-
aged over several electronic transitions, such that a Gaussian
profile typically reproduces them well (Fig. 24). For planets that
are large or occult broad areas during an exposure, compared
to the spatial scale of line profile and rv field variations over
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Fig. 24. Average line profile of HD 209458 in the white CCFs calculated
with ESPRESSO F9 mask (epoch 2). Exposures at orbital phases –0.014
(ingress, blue profile), 0 (conjunction, green profile), and 0.014 (egress,
red profile) illustrate the change in line shape between stellar limb and
center. Because of the aligned orbit, profiles occulted at ingress and
egress have opposite rv and similar shapes. Dashed black lines show the
Gaussian profiles used to derive the line properties (Fig. 25).

the photosphere, intrinsic profiles should however be fitted with
numerical models (Sect. 3.3.1).

By construction (Sect. 6.5), ranges contaminated by the
planetary atmosphere are excluded from intrinsic profiles
(Fig. 17). Our fitting method, based on a Bayesian approach
(Appendix F.2.2), allows retrieving information on the local stel-
lar line even when it is partially masked (Fig. 25) or hidden in the
noise (typically at the stellar limbs), and assessing which expo-
sures can be exploited in time series analysis (Sect. 8.3). For both
WASP-76 and HD 209458 only the very first and last exposures
at the limbs had to be excluded, plus those exposures of WASP-
76 in which the intrinsic line is fully contamined by the planet
(Fig. 17).

Series of properties derived from individual intrinsic profiles
can be analyzed with a dedicated method (Sect. 8.2.3) to map
the local stellar photosphere. The line centroids trace the surface
rv field, controlled by the stellar rotational velocity, convective
blueshift, and differential rotation. Morphological properties,
such as width and contrast, trace center-to-limb variations in
their spectral profile. Average properties of local stellar lines, or
a species abundance, can further be derived by fitting a master
of all intrinsic profiles. Comparing the width of master intrinsic
and disk-integrated CCFs, or fitting the latter using the stellar
grid tiled with an intrinsic profile series, provides complemen-
tary constraints on stellar rotation. Since intrinsic lines may vary
in shape along the transit chord, it is nonetheless preferred to fit
them jointly with a global model (Sect. 8.3).

8.2.3. Line profile variations

Once properties have been derived from stellar lines in individ-
ual exposures, they can be studied as a series to characterize their
variations. The method proposed here allows quantifying anoma-
lous trends in disk-integrated properties to inform line detrending
(Sect. 6.1), defining the models best describing intrinsic proper-
ties along the transit chord (Sect. 8.3), and identifying deviations
to the series from noise-related outliers or activity-related fea-
tures (spots, pulsations, etc). We detail in Appendix F.2.3 the
various models that can be fitted to line property series, as a
function of ambient, data-related, or stellar variables for disk-
integrated properties, or as a function of stellar coordinates for
intrinsic properties.

White-light analysis. Fig. 25 shows the intrinsic line con-
trast, FWHM, and rv in white CCFs from the regions occulted

by the two planets. The surface rv of HD 209458 are consistent
with those from Casasayas-Barris et al. (2021), but more similar
between the two epochs at the limbs. The surface rv of WASP-76
are overall consistent with those from Ehrenreich et al. (2020),
but differ sufficiently to impact the global fits to intrinsic profiles
(see the next section). For both systems we found no evidence for
convective blueshift. While there is a hint of differential rotation
for HD 209458, it is driven by measurements at the limb that
are uncertain due to imprecise transit timing and impact param-
eter (Casasayas-Barris et al. 2021). Hereafter, we thus assume
that HD 209458 and WASP-76 rotate as solid bodies. Their line
shape properties show clear variations along the transit chords,
well described by polynomials of the distance to star center (lin-
ear for HD 209458, quadratic for WASP-76). The contrast of the
line decreases toward the limbs as we probe cooler stellar lay-
ers while the presence of convective cells, which scan different
velocities across the different depths of the layers, is likely the
reason for the increase in line FWHM toward the limbs. We note
that WASP-76 surface properties can be retrieved in more expo-
sures than disk-integrated properties (Fig. 22), because intrinsic
lines are not broadened by stellar rotation and overlap less with
planet-contaminated ranges. Nonetheless, some intrinsic profiles
that are partially masked cannot be accurately fitted in individ-
ual exposures, highlighting the interest for a joint fit to the profile
series. One of the aims of analyzing line profile variations is to
initialize this joint fit, from which are derived final properties for
the stellar photosphere and planet architecture.

Spectral analysis. Fig. 26 shows the contrast, FWHM, and
rv of the intrinsic sodium doublet from HD 209458. Gaussian
profiles were fitted to CCFs of the doublet, using a mask with
equal weights to match the similar line depths (Fig. 27). The
sodium line width and contrast are larger than for iron lines in
white CCFs (Fig. 25), and vary oppositely with distance to the
star center (they get narrower and deeper toward the stellar limb).
Furthermore, while the sodium line rv follow the same trend as
the average photosphere they display a significant redshift com-
mon to both epochs. The same analysis performed on deep and
narrow stellar lines in the vicinity of the sodium lines shows
rv series consistent with the photospheric model, demonstrating
that this redshift traces processes behind the formation of the
doublet.

8.3. Analysis of joint intrinsic stellar profiles

This method builds on the RMR technique (Bourrier et al.
2021), whose philosophy is to fit jointly series of intrinsic
profiles (Appendix F.3.1) rather than fitting individual profiles
and their derived properties. The ANTARESS workflow offers
two major updates: model intrinsic profiles are calculated with
higher precision (Sect. 3.3.2) and can be fitted to both CCF
and spectral profiles. The latter point allows constraining first
the overall properties of the stellar surface (Sect. 8.3.1), and
then investigating how a given spectral line compares with them
(Sect. 8.3.2).

8.3.1. White-light analysis (RM revolutions)

Rather than applying the RMR to profiles derived from input
disk-integrated CCFs (e.g., Bourrier et al. 2021, 2022), the
ANTARESS workflow exploits CCFs calculated from extracted
intrinsic spectra (Sect. 6.5.1), which trace directly the proper-
ties of planet-occulted regions. White intrinsic CCFs, calculated
at high S/N with a mask of quiet and well-defined stellar lines
(Appendix F.1), can constrain the architecture of the system
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Fig. 25. Properties of stellar regions occulted by HD 209458b and WASP-76b. Dotted vertical lines show transit contacts. Measured values (first
epochs in blue, second epochs in red) are derived from best-fit profiles to each intrinsic CCF, before convolution with ESPRESSO LSF (Sect. 8.2.2).
They are thus comparable to the models (dashed black curves) derived from fits to intrinsic CCF series (Sect. 8.3.1). The black curve in WASP-76
surface rv is the model from Ehrenreich et al. (2020). The two outliers in contrast at the limbs of HD 209458 are consistent with the FWHM and rv
series, and thus kept in the analysis. WASP-76 local stellar lines are fully contaminated by the planet over the shaded range.
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Fig. 26. Sodium doublet properties of stellar regions occulted by
HD 209458b (same format as Fig. 25). A common model to both epochs
(dashed orange curves) is preferred for all properties. The photospheric
rv model is shown as a solid black curve.

(sky-projected λ or 3D ψ spin-orbit angle, stellar inclination
i⋆, scaled semi-major axis ap/R⋆, orbital inclination ip), the
global velocity field of the photosphere (stellar rotational veloc-
ity, veq sin i⋆, differential rotation, convective blueshift), and the
average shape of its absorption lines (contrast, FWHM, etc.). We
detail in Appendix F.3.2 how and when these various properties
can be constrained.

Here, we apply a RMR fit to the joined epochs of HD 209458
and WASP-76, using intrinsic CCFs calculated with ESPRESSO
F9 mask. Based on the analysis in Sect. 8.2.3 we assume solid-
body rotation for the stars, so that λ and veq sin i⋆ are the only
free parameters of the surface rv model. We further define the
contrast and FWHM of the theoretical line profiles as polynomi-
als of distance to star center, modulated by coefficients specific
to each epoch. Spatial oversampling is applied to the model
exposures (Sect. 3.3.2), although the blurring induced by the
planets’ motion and the photospheric areas they occult is neg-
ligible. Results from the best-fits, which yield reduced χ2 = 1.1,
are highlighted in Fig. 28. The stability of the stars, the quality of
the processed data, and the good agreement between CCFs and
their best-fit is further visible through the homogeneity and low
dispersion of their residuals.

HD 209458. The best fit yields λ = 1.055 +0.073
−0.077

◦

and
veq sin i⋆ = 4.272±0.007 km s−1 with a similar precision as
Casasayas-Barris et al. (2021) (λ = 1.58 ± 0.08◦ and veq sin i⋆
= 4.228±0.007 km s−1), who used the same datasets and system
properties but applied a reloaded RM analysis (Cegla et al. 2016)
to input disk-integrated CCFs. Our results are likely consistent,
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Fig. 27. Intrinsic sodium doublet of HD 209458, for the joint fit to
both epochs. Top panel: measured (blue) and model (black) profiles
at mid-transit in epoch 2. Original data (semi-transparent spectrum)
was downsampled (solid spectrum) for clarity. Shaded regions were
excluded from the fit. Middle panel: residual spectrum. Bottom panel:
zoom on the D1 line, illustrating center-to-limb variations from the
NLTE pySME/MARCS model (profiles are colored in purple, green,
and red at orbital phases -0.0126, -0.0002, and 0.0123).

considering that more realistic error bars on λ and veq sin i⋆
(accounting for the uncertainty on the transit timing and impact
parameter) are on the order of 1◦ and 100 m s−1, respectively
(Casasayas-Barris et al. 2021).

WASP-76. The configuration of the system, with an impact
parameter close and consistent with 0 (Ehrenreich et al. 2020),
is such that the planet-occulted surface rv and their deriva-
tive approximate during transit (when orbital phase ϕ ∼ 0,
see Eq. (2)):

rvsurf/⋆(ϕ) = veq sin i⋆ ap/R⋆ cos(λ) 2 π ϕ
ṙvsurf/⋆(ϕ) = veq sin i⋆ ap/R⋆ cos(λ) 2 π.

(17)

Thus, veq sin i⋆ cos(λ) is constrained in the same way by the
slope and level of the rv series and there is a strong degeneracy
between λ and veq sin i⋆ (Fig. F.2). This is in part why we derive

(λ = -37.1+12.6
−20.6

◦

; veq sin i⋆ = 0.86+0.13
−0.19 km s−1) while Ehrenreich

et al. (2020) derive (λ = 61±7◦; veq sin i⋆ = 1.5±0.3 km s−1),
since both yield veq sin i⋆ cos(λ) ∼ 0.71 km s−1. Furthermore our
derived rv series is slightly offset compared to Ehrenreich et al.
(2020) (Fig. 25), crossing 0 km s−1 after mid-transit rather than
before, which requires the planet to transit the blueshifted stel-
lar hemisphere longer (λ in between –180 and 0◦, Fig. 29)
than the redshifted one (λ in between 0 and 180◦). These

differences in rv series likely arise from our use of CCFs calcu-
lated from intrinsic spectra, rather Ehrenreich et al. (2020)’s use
of intrinsic CCFs derived from disk-integrated CCFs (Sect. G.6).
Finally, in an attempt to break the degeneracy, Ehrenreich et al.
(2020) set a strong prior on veq sin i⋆ (1.61±0.28 km s−1) derived
as the quadratic difference between the FWHM of the stellar
disk-integrated and planet-occulted master CCFs. Combining
the average FWHM of our planet-occulted lines with the width
of ESPRESSO line spread function (LSF), we derive a similar
veq sin i⋆ = 1.75 km s−1. However, our in-depth analysis show that
the FWHM of WASP-76 intrinsic lines vary by at least 2 km s−1

between the center and limbs of the star (Fig. 25). As a result, the
rotational velocity estimated by Ehrenreich et al. (2020) from the
average planet-occulted line, and in turn their spin-orbit angle,
was biased.

To try and mitigate the degeneracy between λ and veq sin i⋆
we applied a RMR fit with ap/R⋆ and ip free to vary, using pho-
tometry priors from Ehrenreich et al. (2020) (ap/R⋆ = 4.08+0.02

−0.06,

ip = 89.623+0.005
−0.034

◦

). We derived values consistent with the pri-

ors (ap/R⋆ = 4.059+0.044
−0.033; ip = 89.604+0.024

−0.015
◦

), showing that the
intrinsic CCFs alone cannot constrain these orbital properties.
Refining the orbital architecture of the WASP-76 system thus
requires both additional transit spectroscopy and photometry.
We note that our results change neither the conclusion from
Ehrenreich et al. (2020) that WASP-76b is on a misaligned orbit,
nor their analysis of the planet atmospheric signal since their
surface rv model, used to mask the planet-occulted stellar lines,
remain within 100 m s−1 from our best-fit.

8.3.2. Spectral analysis

Analyzing intrinsic line series in specific transitions allows mea-
suring properties of the corresponding species and its formation
layer. We illustrate this approach with 1D intrinsic spectra of
HD 209458 in the sodium doublet (Sect. 7.4). Numerical profiles
were calculated like the white RMR fit (Sect. 8.3.1) but using
theoretical intrinsic spectra, calculated with the disk-integrated
properties and a free sodium abundance (Sect. 8.2.1). These the-
oretical spectra were Doppler-shifted according to the derived
photospheric rv model (Sect. 8.3.1), allowing for a free offset as
hinted in Sect. 8.2.3.

The best fit (Fig. 30) is obtained for an abundance of
6.056±0.007 and a Doppler offset of 849±27 m s−1, consistent
with the values derived from disk-integrated lines. This sug-
gests that the sodium line profiles retrieved along the transit
chord of HD 209458b are representative of the photosphere in
the observed epochs, with the star displaying few active/spotted
regions in this spectral band. While the NLTE pySME/MARCS
stellar model matches well the sodium line shape it does not
account for a Doppler offset like the one we measured. Fur-
thermore, the theoretical model reproduces the decrease in line
width observed from center to limb (Sect. 8.2.3) but simulates a
decrease in contrast opposite to the measured variation (Fig. 27).
These discrepancies emphasize the interest of confronting stellar
models (e.g., Plez 2012; Wehrhahn et al. 2023) to measurements
of local stellar lines, as provided by the ANTARESS workflow.
We also note that our sodium abundance for HD 209458 is lower
than the solar value (∼6.17) used in theoretical transmission
spectra accounting for stellar contamination (Casasayas-Barris
et al. 2021; Dethier & Bourrier 2023). The extraction and char-
acterization of planet-occulted stellar lines is thus also of strong
interest to the interpretation of transits.
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HD 209458 b WASP-76b

Fig. 28. RMR fits of HD 209458b (shown for epoch 1) and WASP-76b (shown for epoch 2). Maps are plotted as a function of rv in the star rest frame
(in abscissa) and orbital phase (in ordinate). Green dotted lines show transit contacts. The masked streak in WASP-76 maps is contaminated by the
planetary atmosphere. Top panels: CCFs of intrinsic spectra, colored with flux. Green solid lines shows the best stellar surface rv models. Bottom
panels: residuals over the full epochs. Out-of-transit values show the CCFs of differential spectra, and in-transit values the difference between the
CCFs of intrinsic spectra and their best-fit models (scaled to the out-of-transit level). The slanted in-transit features aligned with the surface rv
model of HD 209458 may arise from stellar lines close to the CCF mask lines.

9. Performance analysis

We investigated the impact of various methods in the ANTARESS
workflow on the quality of the outputs, in particular intrinsic
CCFs and their RMR fits. We summarize here the results of this
investigation, detailed in Appendix G:

– Resampling: we propose the first workflow that resamples
spectra on a common grid as late as possible, reducing blur-
ring and correlated noise to a minimum. Resampling has
negligible impact on methods that modify the low-frequency
stellar spectral profile, such as the color effect or wiggles, but
it smears sharp spectral features at various steps of the work-
flow. While variations in stellar line properties and RMR
results remain marginal for the studied datasets, they would
be stronger and more significant for stars with larger Kep-
lerian motion, narrower or asymmetrical stellar lines, and
higher S/N spectra. This makes our approach particularly
relevant for next-generation spectrographs on the ELT.

– Covariance: the optimal processing starts introducing corre-
lations between pixels when extracting differential profiles,
in which case the maximum covariance in cross-correlated
intrinsic stellar lines remains small enough that it does not
impact their analysis. Even if profiles are resampled earlier

in the workflow, covariances are propagated efficiently as
banded matrices and accounted for in fits, which is a major
novelty of our approach. This allows oversampling CCFs and
better resolving the stellar line profiles, which may be of
interest with lower instrumental resolution than ESPRESSO
and when lines are asymmetrical.

– Weights: neglecting the contributions of instrumental flux
calibration and telluric lines (for disk-integrated spectra), or
disk-integrated stellar lines (for intrinsic spectra), to the true
error estimated in a given pixel can bias significantly its
weighted spatial/temporal mean.

– Flux balance: a spectrum-wide correction of the color effect
is critical for broadband spectral analysis and the computa-
tion of unbiased stellar CCFs. Capturing smaller-scale flux
balance variations, while it may further improve the shape
of CCFs, is however not critical for rv derivation and the
interpretation of the RM effect.

– Wiggles: a global, homogeneous correction is necessary to
remove biases when analyzing ESPRESSO spectra. How-
ever, wiggles appear to smooth out when computing stellar
CCFs. While their correction may still improve the shape
of the CCFs, it is not critical for rv derivation and the
interpretation of the RM effect.
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Fig. 29. Sky-projected view of WASP-76 for the best-fit orbital archi-
tecture (see plot details in Fig. 2). Thin lines surrounding the orbital
trajectory (thick curve) show orbits obtained for orbital inclination,
semi-major axis, and sky-projected obliquity values drawn randomly
within 1σ from their probability distributions.

– Intrinsic CCFs: our workflow offers the possibility to keep
data in spectral format as long as desired, so that CCFs
can be directly calculated from intrinsic spectra rather than
derived from disk-integrated CCFs. We recommend using
the former, as the latter distorts the shape of intrinsic stellar
lines and may bias the interpretation of the RM effect.

– Chromatic scaling: accounting for broadband variations in
planetary absorption and stellar emission when rescaling
stellar spectra may remove biases from their CCF profiles
and the interpretation of the RM effect. We recommend
using chromatic scaling with high-S/N data and planets with
strong broadband atmospheric features.

– CCF masks: generating custom masks from the processed
data allows building CCFs of comparable or higher qual-
ity than standard masks, and performing self-consistent RM
analysis.

10. Summary and conclusions

The ANTARESS workflow consists of a set of rigorous methods
designed to process high-resolution transit datasets homoge-
neously, ensuring a reproducible extraction and analysis of stellar
and planetary spectra. Particular care has been taken to remain
as close as possible to the original data, by reverting to raw
flux units when relevant, propagating covariances, and avoiding
spectral resampling unless necessary.

We introduce a set of methods meant to correct echelle
spectra obtained from the ground for environmental and instru-
mental effects, which are mainly related to telluric absorption
and flux balance variations induced by Earth’s atmosphere, cos-
mic rays, and optical interferences. A first-order correction for
these effects is sufficient to analyze stellar line rv and perform
RM analysis, but a finer correction reduces biases in spectral
profiles and increases CCF quality. We then describe our meth-
ods for correcting trends in disk-integrated stellar lines, so that
they are comparable and can be processed similarly by aligning
disk-integrated spectra in the star rest frame, rescaling them to

Fig. 30. Joint fit to HD 209458 intrinsic sodium doublet, shown for
epoch 2 as a function of wavelength in the star rest frame (in abscissa)
and orbital phase (in ordinate). Green dotted lines are transit contacts.
Top panel: intrinsic spectra, colored with flux. Stellar lines kept to solar
abundance were excluded from the fit (shaded regions). Middle panel
best-fit theoretical model. Bottom panels: residuals over the full epoch,
calculated as in Fig. 28.

their relative chromatic flux level, and extracting planet-occulted
spectra.

The workflow can be used to analyze stellar lines, in which
case the planet is considered as a contaminant. Planet-occulted
spectra are corrected for flux and rv modulations induced by
the planetary continuum and then they are masked for plane-
tary atmospheric lines. The resulting series of intrinsic spec-
tra directly trace the properties of the photosphere along the
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transit chord, without any residual contamination by the planet.
We highlight that the flux contrast between planet-occulted
regions and the full stellar disk is better at the bottom of disk-
integrated stellar lines, making slow-rotating stars with deep
lines optimal cases to measure intrinsic stellar lines at high pre-
cision. We propose several methods to analyze disk-integrated
and intrinsic stellar lines, using simple analytical profiles or a
numerical model of the photosphere. This model, which is used
as part of the data processing and to generate mock datasets,
is generic enough that the workflow can be applied to any
type of stars, from cool and slow-rotating dwarfs to oblate and
gravity-darkened giants.

The analysis of intrinsic stellar profiles is first performed on
individual exposures, to assess their variations across the stel-
lar surface. Then, the profile series is fitted with a joint model
informed by the first step, to derive properties at higher pre-
cision. This two-step RMR analysis can be applied to “white”
CCFs computed over the full spectra, to constrain the rv field of
the photosphere and the system orbital architecture. Once these
global properties have been derived, they can be fixed and the
analysis can then be applied to individual spectral lines, or even
to CCFs over a subset of lines, to derive properties of a spe-
cific species or stellar atmospheric layer. We emphasize that the
workflow allows us to cross-correlate intrinsic spectra directly,
avoiding biases associated with the processing of disk-integrated
CCFs.

To illustrate the use of the workflow, we analyzed archival
ESPRESSO datasets from the iconic stars HD 209458 and
WASP-76. A white-line analysis of their intrinsic spectra
revealed average stellar lines that get shallower and broader
toward the limbs. We confirmed the published values for the
sky-projected spin-orbit angle and stellar rotational velocity of
HD 209458 (Casasayas-Barris et al. 2021) and unveiled biases
in the derivation of these properties for WASP-76 by Ehrenreich
et al. (2020). While our revision does not change the planet atmo-
spheric signature derived by the latter authors, it highlights the
need for a robust processing of transit spectroscopy datasets.
We then carried out a spectral analysis of HD 209458’s sodium
doublet, detecting center-to-limb variations of the intrinsic lines
opposite to those of the average photospheric lines. The intrinsic
sodium abundance is consistent with the disk-integrated one, but
lower than the solar abundance used in previous studies of the
planetary atmosphere. Finally, we found divergences in shape
and position compared to theoretical spectra, highlighting the
interest of the workflow to confront stellar atmospheric models
with spatially resolved stellar spectra.

The ANTARESS methods are generic and can be used outside
of the workflow. For example, in this work we show how a proper
calculation of weighted means between different spectra is crit-
ical to avoid biases. Combined with our method to convert 2D
spectra into 1D spectra and CCFs, it allows for the calculation
of accurate master profiles of the disk-integrated and local pho-
tosphere. Such profiles can be used for comparison with stellar
models or to generate binary CCF masks specific to a given star.
The workflow is modular, so that new methods can be added in
a straightforward way. Because the concepts behind the process-
ing and analysis methods do not depend on a given instrument,
their use can be extended to other ground-based or space-borne,
high-resolution spectrographs as long as the relevant correction
and formatting methods are added. In this work, we present the
application of the ANTARESS workflow to planet-occulted stellar
spectra. In a companion paper, we will describe the subsequent
methods aimed at extracting and analyzing series of atmospheric

spectra uncontaminated by the star to sample the planetary limbs
spatially and dynamically.
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Linear interpolator

Original bins

Similar bin sizes

Smaller bins

Larger bins

Cubic interpolator

Fig. A.1. Sketch of correlated pixels after resampling a spectrum with BINDENSITY, depending on the chosen interpolator and the new bins size. We
highlight in orange all the pixels which are correlated with a reference pixel (marked in blue). The original spectrum is assumed to be uncorrelated.

Appendix A: Resampling, error propagation, and
fitting

A.1. Resampling and error propagation

We developed for ANTARESS an open-source C library with
python bindings, called BINDENSITY9. It implements two resam-
pling algorithms as well as basic operations on spectra, with
error propagation using banded covariance matrices. We defined
a linear and a cubic interpolator of the cumulative flux, which
corresponds to assuming a uniform and a quadratic density over
each pixel, respectively. In both cases, the cumulative flux is
assumed to be continuous, and the integral of the flux on each
original pixel is preserved. The linear interpolator can be used for
fast, preliminary analyses, but the cubic interpolator should be
preferred to limit blurring sharp spectral features. We do not pro-
pose higher order interpolators to prevent the risk of overfitting
and creating spurious signals in the resampled spectra.

In the linear case, this rule is sufficient to determine the
two coefficients of the interpolator, since it defines the value
of the cumulative at each edge of the original pixels. With this
linear interpolator, only new pixels that overlap the same orig-
inal pixel will be correlated (see Fig. A.1). If the size of the
new pixels is similar to the size of the original pixels, it typi-
cally generates correlation only between two consecutive pixels,
and the covariance matrix will be tridiagonal (the main diag-
onal and the first sub/super-diagonal are non-zero). If several
successive linear interpolations are performed, the covariance
matrix’s bandwidth (number of non-zero sub/super diagonals)
keeps increasing at each step. This bandwidth growth should be
avoided because of the increased computational cost, but also
because it is associated to a loss of resolution. This is why we
avoid as much as possible to perform successive changes of rest
frames, but instead apply spectral shifts directly to the spectra.

In the cubic case, one needs to specify two additional con-
straints to determine the four coefficients of the interpolating
polynomial on each bin. A widely spread method is to use cubic
splines, which require the interpolator to be C2 (twice contin-
uously differentiable). The polynomial coefficients can then be
obtained by solving a tridiagonal system of equations, which can
be implemented with dedicated efficient algorithms, but which
introduces correlations between all pixels in the spectrum. More-
over, assuming the cumulative flux to be C2 means that the flux
density is continuously differentiable. Such an hypothesis might

9 The BINDENSITY package is installable with pip and conda and
the sources are publicly available at https://gitlab.unige.ch/
jean-baptiste.delisle/bindensity

not be physically justified if spectra present breaks, in particu-
lar in saturated absorption lines. We thus decided to relax the
C2 condition and to require the derivative at each edge between
two pixels to be equal to the average density of the two pixels.
Our cubic interpolator is thus only C1 in cumulative flux, which
means that the flux density is continuous but not differentiable.
Using these modified constraints, solving for the polynomial
coefficients is straightforward, and the interpolation introduces
correlations between new pixels that overlap the same original
pixel or two consecutive original pixels. If the sizes of the new
and original pixels are similar, the resulting covariance matrix
would typically have two sub/super-diagonals (see Fig. A.1).

A.2. Fitting

Model fitting in the ANTARESS methods is performed using the
log-probability function of a set of parameters θ:

ln p(θ|d,M) = lnϖ(θ) + lnL(θ), (A.1)

where m represents the family of models fitted to the data d,
ϖ(θ) = p(θ|m) the prior probability of the model parameters,
and L(θ) = p(d|m, θ) the likelihood. Under the assumption of
Gaussian noise we have:

lnL(θ) = − ln(
√

det(2πΣ)) −
1
2

rtΣ−1r, (A.2)

where r = d − m(θ) is the vector of residuals and Σ the noise
covariance matrix.

We use the Cholesky decomposition of the banded covari-
ance matrix C implemented in the workflow, so that:

lnL(θ) = −
∑

n

ln(
√

2πL[n, n]) −
1
2

utu. (A.3)

Here, L is the lower triangular matrix satisfying C = LLt, and
u = L−1r. It is banded with the same width as C, so that the cost
of all calculations scales with the number of spectral pixels.

If we assume that the data is dominated by white noise and
correlations can be neglected, then Σ reduces to the variance σ2

along its diagonal and

lnL(θ) = −
∑

n

ln(
√

2πσ(n)) −
1
2

∑
n

(
r(n)
σ(n)

)2

. (A.4)

The MCMC approach implemented in the ANTARESS
pipeline samples the posterior probability distributions (PDF)
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of the free parameters describing m using EMCEE (Foreman-
Mackey et al. 2013). We propose standard priors to set on the
parameters (Uniform and Gaussian) as well as original priors :
“Gaussian Halves” (defined as two half-Gaussian profiles with
the same center and different widths, or “Complex” (defined
through a custom function that uses combinations of the model
parameters). The number of walkers and the burn-in phase is
adjusted based on the degrees of freedom of the considered prob-
lem and the convergence of the chains. Best-fit values for the
parameters are set to the median of their PDFs, and their 1σ
uncertainty ranges are defined using highest density intervals to
better account for multimodal and asymmetric PDFs.

Appendix B: Description of planetary systems

B.1. Coordinates

We describe here the orthonormal reference frames centered on
the star that are used to define the planet coordinates and intro-
duce various orbital properties of interest. The first frame has its
x axis as the major axis of the orbit oriented toward the periapsis
and its y axis obtained by rotating x within the plane along the
orbital motion:

xorb(t) =
a

R⋆
(cos(E(t)) − e),

yorb(t) =
a

R⋆

√
1 − e2 sin(E(t)).

(B.1)

Here, E is the eccentric anomaly, derived numerically at a given
orbital phase (or time t). The corresponding orbital velocity
coordinates are:

x′orb(t) = −
2π
P

(
a

R⋆

)2 1
Dp(t)

sin(E(t)),

y′orb(t) =
2π
P

(
a

R⋆

)2 1
Dp(t)

√
1 − e2 cos(E(t)),

with Dp(t) =
a

R⋆
(1 − e cos(E(t))).

(B.2)

Rotating the orbital coordinate system around the orbital plane
normal by the argument of periastron ω, so that x becomes the
node line, yields:

xLOS(t) = − xorb(t) cos(ω) + yorb(t) sin(ω),
yLOS(t) =xorb(t) sin(ω) + yorb(t) cos(ω).

(B.3)

Rotating the coordinate system around the node line by the
orbital inclination ip then yields the sky-projected “orbital” ref-
erence frame in which y is along the sky-projected orbital normal
and z is along the LOS:

xsky(t) =xLOS(t),
ysky(t) = − yLOS(t) cos(ip),
zsky(t) =yLOS(t) sin(ip).

(B.4)

Rotating the latter reference frame around the LOS by the sky-
projected obliquity λ of the planet yields the sky-projected
“stellar” frame, where x is the node line of the stellar equator
and y the sky-projected stellar spin:

x⋆sky(t) =xsky(t) cos(λ) − ysky(t) sin(λ),
y⋆sky(t) =xsky(t) sin(λ) + ysky(t) cos(λ),
z⋆sky(t) =zsky(t).

(B.5)

Here, we caution that some equations in the workflow (e.g, that
of the rv of planet-occulted regions) require the coordinates of
the sky-projection of the planet onto the stellar surface. In that
case, z⋆sky is calculated as

√
1 − x2

⋆sky − x2
⋆sky for a spherical star

and by solving the quadratic describing the photosphere for an
oblate star. A final rotation around the star node line by i⋆, incli-
nation of the stellar spin with respect to the LOS, yields the
position of the planet or occulted region in the star rest frame,
in which x now follows the stellar equator, and y is the actual
stellar spin:

x⋆(t) =x⋆sky(t),
y⋆(t) =y⋆sky(t) sin(i⋆) + z⋆sky(t) cos(i⋆),
z⋆(t) = − y⋆sky(t) cos(i⋆) + z⋆sky(t) sin(i⋆).

(B.6)

Another useful coordinate is the Keplerian rv of the star,
relative to the barycenter of the planetary system:

rv⋆/B⋆
(t) =

∑
body p

Kp [cos(θp(t) + ωp) + e cos(ωp)], (B.7)

where Kp is the Keplerian rv semi-amplitude induced by a given
body orbiting the star and θp the true anomaly of its orbit.

B.2. Planet-occulted profiles

We describe here the detailed calculation of line profiles.
Without oversampling of the transit chord, properties of the
planet-occulted region are calculated for a single position of the
planetary grid corresponding to the center of the chord. With
oversampling, the planetary grid is positioned at regular intervals
k along the exposure chord. The disk of planet p is discretized at
each position k, calculating the relevant stellar surface properties
xi in each cell ik,λ of the grid. Only cells that fall within the sky-
projected photosphere, and outside of the planetary disks already
processed, are considered. We note the chromatic dependance
of the planet-occulted cells and properties, linked to broadband
variations of the stellar intensity and planet radius.

Planet-occulted line profiles can then be calculated at two
precision levels (Fig. 3):

– Low: properties of the region occulted during the time win-
dow t are approximated as the brigthness-weighted average
of all xi:

x(λ, t) =

∑
k,p

∑
ik,λ

xiIi(λ)S i∑
k,p

∑
ik,λ

Ii(λ)S i
, (B.8)

where Ii(λ) and S i designate a cell intensity level and area.
The intrinsic profile associated with the occulted region
is then defined as I(x(λ, t), λ), with I one of the models
described in Sect. 3.3.1. Because the photospheric rv field
may vary substantially over the occulted region, I is broad-
ened with a rotational kernel defined by the range of veloc-
ities covered by the exposure chord. The intrinsic profile is
then continuum-scaled using the chromatic planet-occulted
flux calculated with Eq. B.8 for xi = 1, and Doppler-shifted
using the chromatic planet-occulted rv(λ, t).

– High: the line profile of each oversampled region is calcu-
lated as Fk(λ) =

∑
ik Fi(λ), where Fi(λ) = I(xi, λ)S i is the

local profile from a given cell. The exposure profile is then
calculated as the average of the Fk over all regions.
Chromatic planet-occulted profiles can only be defined in

low precision, as the local profiles summed in high precision
already depend on wavelength.
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Fig. B.1. Main ANTARESS reference frames (green axis, orbital; blue axis, sky-projected orbital; red axis, sky-projected stellar; black, stellar). The
star is at the origin. An eccentric planetary orbit is shown as a green curve, oriented in the direction of the planet motion.

Appendix C: Spectral correction models

Here, we describe the models used by the CORRECTIONS
methods of the ANTARESS workflow.

C.1. Spectral flux calibration model

Because DRS conversion and correction tables are not neces-
sarily available, we estimate the detector flux calibration profile
directly from the input spectra. Assuming that gcal varies slowly
with wavelength, Eq. 3 yields:

gcal(λ, E, t) =
∑
λ σ

meas(λ, E, t)2∑
λ Fmeas(λ, E, t)

. (C.1)

Values of gcal(λ, E, t) measured in each spectral order are fitted
with a piece-wise model made of three polynomials continuous
in value and derivative. They cover the central part of the order,
as well as its blue and red edges where the count level decreases
sharply, ensuring that the shape of gcal is properly captured. Out-
liers, typically in regions of deep telluric or stellar lines, are
automatically excluded from the fit. The derived profiles show
slight variations in time, especially in regions of low S/N. Our
final estimate of the flux calibration profile is thus <g>cal, the
median of the calibration models fitted to all exposures of a
processed instrument.

C.2. Telluric spectra model

Properties of the Earth atmospheric model are derived for each
molecule by fitting its output telluric spectrum to the spec-
trum measured in each exposure, using Levenberg-Marquard
minimization. Direct measurements of the ambient temperature,
airmass, and integrated water vapor at zenith are available at the
facilities of ESPRESSO, HARPS, HARPS-N, CARMENES, and
NIRPS. They are used to fix the model temperature, and to ini-
tialize the fitted pressure and column density of the species along
the LOS, for spectra obtained with these instruments. Uniform
priors can further be set on these fitted properties, which can
be useful in low-S/N datasets where some exposures are poorly
adjusted.

First, the spectral grid of the observed spectrum is tem-
porarily shifted back to the Earth rest frame, and if necessary
converted into vacuum wavelengths. Then, a high-resolution tel-
luric model is calculated in wavenumber space at each step of

the minimization using a subset of deep telluric absorption lines.
The wavelength, width, and intensity of the lines are adjusted
depending on the fitted atmospheric properties, and used to com-
pute the line profiles (Lorenzian for H2O, Voigt for other species;
see Allart et al. 2022). The optical depth spectrum of the species
is obtained through multiplication of its column density by the
co-added absorption line profiles. The resulting telluric absorp-
tion spectrum is convolved with the instrumental response and
sampled to the instrumental wavelength grid. 2D maps provid-
ing the width of a Gaussian resolution kernel as a function
of detector pixel and spectral order were already available for
the different modes and epochs of ESPRESSO and NIRPS. We
derived maps for HARPS and HARPS-N following the same
approach as in Allart et al. (2022), applying 2D polynomial fits
over unresolved thorium lines measured across the instrument
detector. For other instruments, a constant resolution is used. The
comparison between model and data is performed over a CCF
calculated with a binary mask composed of the selected telluric
lines, with weights unity.

An interest of this approach is the possibility to determine
whether the correction of a specific molecule is warranted, by
evaluating the amplitude of its telluric CCF in the raw and cor-
rected data (Fig. 6). We improve upon the original ATC by using
the ANTARESS method to compute CCFs (Sect. 7.5), applying
accurate spectral resampling and error propagation (Sect. 2.3),
and deriving more realistic uncertainties through the use of the
covariance matrix (Sect. 2.3, Fig. 6).

Once best-fit atmospheric properties are found for all
molecules, we co-add their high-resolution optical depth spectra
using the full HITRAN linelist (which include micro-tellurics),
calculate the resulting telluric absorption spectrum, convolve it
with the instrumental response, and resample it over the spectral
grid of the processed exposure. Corrected spectra are obtained
through division with this final telluric absorption spectrum. We
set a threshold on telluric line depth above which the telluric-
absorbed flux is considered too low and noisy to be retrieved.
The threshold is typically set to 90% (i.e. 10% of the flux being
transmitted) but is adjustable depending on the dataset. Flagged
pixels are masked.

C.3. Flux balance model

We describe here the approach used to model flux balance
variations (Sect. 5.3).
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We first define the spectra Fref that are used as reference
for the flux balance of the star. A selection of spectra in each
epoch are aligned in the star rest frame (shifting them by the
stellar Keplerian and systemic rv motion), resampled on a com-
mon spectral grid, and normalized in each order to their average
flux level over the selection. Reference spectra in each epoch
are then calculated as the median of the processed spectra, to
avoid distortions induced by spurious features (e.g., cosmics,
Sect. 5.4). Reference spectra for each instrument are calculated
as the mean of their epoch-specific median spectra, naturally giv-
ing more weight to epochs with higher flux levels. If a single
instrument is processed, using this instrument reference to set
the final flux balance for all its spectra limits the amplitude of
the correction and keeps corrected spectra closer to their origi-
nal balance. If several instruments are processed, their common
flux balance can be set to one of the instrument-specific refer-
ences, or to measured/theoretical stellar spectra independent of
the processed datasets.

We then determine the color balance variations for each
exposure. First, the median reference spectrum is shifted to the
rest frame of the exposure spectrum and resampled over its spec-
tral grid. Then, the reference and exposure spectra are converted
back from extracted F to raw N photoelectron counts (Sect. 5.1)
and binned at a lower resolution in each order. The ratio Rmeas

between the binned reference and exposure spectra is fitted with
a smoothing spline or polynomial Rtheo. A preliminary fit is per-
formed to automatically identify and exclude outliers, and the
final fitted model (Fig. 7) is an estimate of:

Rmeas(νB⊙ , E, t) =
Nmeas(νB⊙ , E, t)

Nref(νB⊙ , E)

=
δp(νB⊙ , E, t) c(νB⊙ , E, t)

Cref(νB⊙ , E)
.

(C.2)

Here, we assume that the reference spectrum and the true stellar
spectrum deviate at low resolution, so that Cref and N⋆ remain
separated when binning Nref = CrefN⋆. Light frequency ν is
used as fit coordinate to stretch the data and its variations over
a more regular grid. Finally, we extrapolate Rtheo(νB⊙ , E, t) over
the native spectral grid of the exposure to define its correction.
The same approach is used when determining the color balance
variations between the median reference and the final reference
for each epoch (Sect. 5.3). We note that this final reference is not
used directly to correct flux balance variations within each epoch
because we found it introduces high-frequency variations in the
correction of individual spectra.

When correcting for flux balance variations we recommend
that orders and ranges that are too contaminated by telluric
absorption (typically toward longer wavelengths in optical spec-
tra and between the J and H bands in NIR spectra), or where
noise is too large to fit properly the color variations (typically
the bluest orders in low-S/R optical data), are excluded. The bin
size, as well as the smoothing factor or polynomial degree, must
be adapted for each dataset to minimize the broadband disper-
sion of Fcorr/Fref while preventing the overcorrection of spectra
and the introduction of artificial variations. Bin size must be
smaller than the typical range of variations of the color balance
c and planetary contribution δp but large enough to smooth out
high-frequency features, especially those caused by variations
in narrow stellar and planetary lines. Variations at the level of
each order linked to the physical size of the detector in wave-
length space (Sect. 5.3) must be sampled with a smaller binwidth

but using a low-order polynomial to only capture order-wide
variations.

C.4. Cosmics

We detail here the processing of the datasets for the cos-
mics correction method. Each epoch is treated independently.
The number of adjacent exposures used for comparison can be
adjusted depending on the dataset, with one half selected before
the processed exposure and the other half after. In cases where
the planet induces a strong RM effect, we advise choosing a
small number of adjacent exposures so that their spectra remain
similar (ie, with similar RM distortions). Spectra used for com-
parison are temporarily aligned in the stellar rest frame using the
Keplerian rv model for the system (Sect. 6.2), rv provided by the
instrument DRS, or delta-rv measured via cross-correlation of
the adjacent exposure spectra with the processed one. In general,
we recommend using the Keplerian model since it is not sensi-
tive to the photonic rv dispersion, but the other approaches can
be useful in high-S/R datasets where the rv dispersion around
the Keplerian motion is caused by stellar activity (e.g., granula-
tion). The aligned spectra of adjacent exposures are resampled
on the spectral grid of the processed exposure at time t, and set
to the same global flux level. We can then calculate the mean
Fcomp(λ⋆, E) and standard deviation σFcomp (λ⋆, E) for each bin,
over all adjacent exposures, and search for cosmics as described
in Sect. 5.4.

C.5. Persistent peaks

To identify persistent peaks, spectra are first temporarily shifted
back to the Earth rest frame so that detector features and tel-
luric lines are aligned. We calculate a master stellar spectrum
as the median of all spectra in an epoch to estimate the stel-
lar continuum (Sect. 7.1) and calculate the residuals between the
spectrum of each exposure and this continuum. Then we identify
bins where residuals deviate by more than a threshold times their
flux error, and flag all surrounding bins falling within a chosen
window (with typical width that of the peaks to be excluded).
Finally, a bin is masked if it is flagged in all exposures or in a
chosen number of consecutive exposures.

C.6. Wiggle model

C.6.1. Description

From the analysis of several datasets besides those in the present
study, we determined that the wiggles are best described as the
sum of multiple sinusoidal components k (typically two):

W(ν, t) = 1 +
∑

k

Ak(ν, t) sin(2π
∫

(Fk(ν, t)dν) − Φk(t)). (C.3)

The amplitude Ak and frequency10 Fk of each component show
fewer variations as a function of light frequency ν = c/λ than

10 We highlight that the phase of the sine term is calculated as the inte-
gral of the frequency Fk(ν). This is because the rate at which a sinusoid
phase changes is equal to the frequency at which this sinusoid oscillates,
in other words a sinusoid frequency is the derivative of its phase.
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wavelength, and are described as:

Ak(ν, t) =
da,k∑
i=0

achrom,k,i(t)(ν − νref)i,

Fk(ν, t) =
d f ,k∑
i=0

fchrom,k,i(t)(ν − νref)i,

(C.4)

where the polynomials are defined relative to νref , corresponding
to 6000 Å , to decrease leverage in the fits. The chromatic ampli-
tude and frequency coefficients achrom,k,i(t) and fchrom,k,i(t), as
well as the phase reference Φk(t), are expressed as a linear com-
bination of the cartesian pointing coordinates g(

{
αpoint,k

}
, t) =

αu/west + αxx(t) + αy/westy(t) + αz/westz(t) if θ(t) > θmer,

αu/east + αxx(t) + αy/easty(t) + αz/eastz(t) if θ(t) ≤ θmer,

with x(t) = sin(θ(t)),
y(t) = cos(θ(t)),
z(t) = sin(ϕ(t)),

(C.5)

where θ and ϕ are the azimuth and altitude of the telescope. We
found that the model coefficients change when the LOS crosses
the meridian (θmer = 180◦), but that the model remains con-
tinuous in value (αy/west = αy/east + sin(ϕmer)(αz/west − αz/east) −
(αu/west − αu/east)) and derivative (αx/west = αx/east = αx). The
full model is thus controlled by a set of pointing parameters{
apoint,k,i

}
,
{
fpoint,k,i

}
, and

{
Φpoint,k,i

}
for each component k.

C.6.2. Fitting procedure

Each epoch is processed independently. First, 2D spectra are
aligned in the star rest frame using a Keplerian RV model
(Sect. 6.2), so that stellar lines are removed and the wiggles
isolated when calculating transmission spectra. A master spec-
trum is computed for the epoch, using all exposures to smooth
out as much as possible the wiggles. The master and spectra
are converted back from extracted to raw photoelectron counts
(Sect. 7.1), and downsampled over a common spectral grid. The
downsampling binwidth is large enough to remove possible cor-
relations between bins but small enough to sample all wiggle
components. In-transit planetary lines are ignored in our anal-
ysis, considering that they are narrower than the period of the
wiggles and typically smaller in amplitude. A 1D transmission
spectrum is computed for each exposure by dividing their spec-
trum with the master in each spectral order, and grouping them
together. Transmission spectra for all exposures are shifted into
the Earth rest frame, which we expect traces more directly the
wiggles, and run through the following steps:
1. Screening: required to exclude spectral ranges of poor qual-

ity (e.g., from telluric contamination) or unaffected by the
wiggles (bluest orders) from the analysis. A periodogram
cumulated over all exposures allows identifying which wig-
gle components are detectable (Fig. C.1). The dominant and
weak components always contain most of the wiggle power,
but additional components may be present and included in
the model if relevant (although its power does not justify a
correction we identified a third component with frequency
∼ 156 × 1010 s in the HD 209458 datasets, which matches
the high-frequency signal noted by Casasayas-Barris et al.
2021).

2. Chromatic sampling: we run a sliding window over each
transmission spectrum, identify the strongest peak in a peri-
odogram calculated at each window position, and fit a sine
to the window spectrum using the peak frequency (Fig. C.2).
Because the wiggles can be approximated by sines with con-
stant frequency over narrow bands, this step allows sampling
the frequency Fk(ν) and amplitude Ak(ν) of a given compo-
nent in each exposure. The sampling windows must be broad
to contain several cycles of a wiggle component, so that we
make the windows overlap between successive positions to
oversample the measurements. Once a component is pro-
cessed, its piecewise model built from all windows is used
to correct temporarily the transmission spectrum so that the
next component can be sampled.

3. Chromatic analysis: the frequency and amplitude of each
component sampled in the previous step are fitted with poly-
nomial models of ν (Fig. C.3). This allows determining
their degree and deriving guess values for the chromatic
coefficients achrom,k,i and fchrom,k,i in each sampled exposure.
In most datasets that we analyzed, the amplitude and fre-
quency could be described as a quadratic and linear function
of ν, respectively decreasing and increasing toward shorter
wavelengths. For high-S/R wiggles, which can be charac-
terized over the full ESPRESSO range, higher degrees may
be necessary to describe the wiggle variations in the bluest
orders.

4. Exposure fit: the spectral wiggle model W(ν) is initial-
ized using the results from the previous step and fitted
to all exposures individually (Fig. 11). This step provides
accurate estimates of the achrom,k,i(t), fchrom,k,i(t), and Φk(t)
coefficients.

5. Pointing analysis: the time series of chromatic amplitude
and frequency coefficients, as well as the phase, derived
independently from the fit to each exposure are fitted with
the pointing coordinate function (Eq. C.6.1), to evaluate
the pointing parameters

{
apoint,k,i

}
,
{
fpoint,k,i

}
, and

{
Φpoint,k,i

}
(Fig. C.4).

6. Global fit: the full spectro-temporal wiggle model W(ν, t) is
initialized using the results from the previous step and fit-
ted to all exposures together. Given the large number of free
parameters and the complexity of a model made of cumu-
lated sines, guess values close to the best-fit are essential to
the convergence of the fit.

Appendix D: Detailed processing methods

D.1. Stellar line detrending

We describe here our approach to correct individual stellar lines
(i.e., an isolated spectral line or a cross-correlated line) or a full
spectrum for systematic trends characterized using the out-of-
transit cross-correlated line properties:

– rv correction: profiles are shifted using the rv detrending
model, following the same approach as in Sect. 6.2.

– Contrast correction: profiles are temporarily normalized and
offset to a null continuum. A “vertical stretching” is then
applied by dividing the flux with the contrast detrending
model, before returning profiles to their original continuum.
Normalization is performed using the average continuum
flux for single line profiles, or the stellar spectral continuum
(Sect. 7.1) for full spectra.

– FWHM correction: profiles are temporarily aligned on a
null velocity (spectral profiles are first passed into RV space
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Fig. C.1. Periodogram cumulated over all transmission spectra in HD 209458b epoch 2, before (top panel) and after (bottom panel) wiggle correc-
tion. The two components included in the model are highlighted. Although a peak to the left of the first component may be removed by including
a third component to the model, we emphasize the change in power scale between the two panels.

Fig. C.2. Chromatic sampling, illustrated with exposure at index 14 in HD 209458b epoch 2. Subpanels show the processed transmission spectrum
for consecutive positions of the sampling window, with the periodogram used to determine the local frequency Ak(νwindow) of the considered wiggle
component (the unhatched range is set by the user to limit the search around the frequency expected from the screening step). The red model shows
the sine model fitted at this frequency. The blue and orange boxes respectively show the sampling of the first and second wiggle components, whose
frequencies are distinct enough that they can be processed successively. The width of the sliding window is adjusted to cover several cycles of the
considered wiggle component while remaining small enough that its frequency is constant over the band.

relative to the line wavelength). A “horizontal stretching” is
then applied by dividing the aligned rv grid with the FWHM
detrending model, before profiles are shifted back to their
original frame. This correction can only be performed on
single line profiles.

FWHM and contrast models are normalized over each epoch to
maintain the properties of the corrected profiles to their original
mean value.

D.2. Broadband flux scaling

The Fmeas spectra posterior to the FLUX BALANCE correction
have the same low-frequency profile as the chosen reference Fref :

Fmeas(λ⋆, E, t) = Fref(λ⋆, E)Rnorm(E, t)

= Cref(λ⋆, E)F⋆(λ⋆, E)Rnorm(E, t).
(D.1)
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Fig. C.3. Chromatic analysis. Red points in the top subpanels show measurements from the sampling step in Fig. C.2, for the amplitude (top panels)
and frequency (bottom panels) of the first (blue box) and second (orange box) wiggle components. Bottom subpanels show residuals between the
measurements and their best-fit model (solid black curves). Blue points are outliers automatically excluded from the fit through sigma-clipping.
The wave-like variations in the measurements are an artifact of the sampling method.

a!"#$%,',((t)	= 𝑔( {a)$*+,,',(} , t ) a!"#$%,-,((t)	= 𝑔( {a)$*+,,-,(} , t )

𝜑!"#$%,'(t)	= 𝑔( {𝜑)$*+,,'} , t ) 𝜑!"#$%,-(t)	= 𝑔( {𝜑)$*+,,-} , t )

f!"#$%,',((t)	= 𝑔( {f)$*+,,',(} , t ) f!"#$%,-,((t)	= 𝑔( {f)$*+,,-,(} , t )

Fig. C.4. Pointing analysis. Diamonds (resp. squares) show the chromatic amplitude (top), frequency (middle) and phase (bottom) coefficients
derived east (resp. west) of the meridian from the fit to individual exposures, plotted as a function of orbital phase. The meridian crossing is
indicated as a vertical dotted line. Bottom subpanels show residuals between the measurements and their best-fit pointing coordinate model (dashed
black curves). The blue and orange boxes correspond to the first and second wiggle components.
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Fig. C.5. Same as Fig. C.4, for the dominant wiggle component in
WASP 76 epoch 2. These plots illustrate the reset of pointing coeffi-
cients following a change in guide star, indicated as a vertical dashed
line.

First, we divide all spectra by their corresponding exposure dura-
tion, converting them in the flux density units to which F will
correspond to hereafter. Then we correct spectra for Rnorm (ratio
between the total flux of the spectrum and that of the reference,
Eq. 6) through multiplication by

CF(E, t) =
TFref∑

λ⋆ Fmeas(λ⋆, E, t)dλ⋆
. (D.2)

The integrated flux of the resulting profiles is thus normalized to
TFref , which can either be set to the median flux over the epoch
< tk,

∑
λ⋆ Fmeas(λ⋆, E, t)dλ⋆ >, or to Fref

∑
λ⋆ dλ⋆ with Fref an

arbitrary flux density. For consistency, the integration is per-
formed over the same spectral range used to calculate Rnorm. We
note that regions affected by the planet should not be excluded
from this spectral range, since measured light curves (see below)
are integrated over bands that include those regions.

Then we re-inject the broadband contributions of the star and
planet via a correction c(λ⋆, E, t), so that:

c(λ⋆, E, t) Fmeas(λ⋆, E, t) = F(λ⋆, E, t). (D.3)

Here, the time series of F spectra have the correct relative flux
level. To define the final flux scaling we can write the above
equation at low frequency:

c(λ⋆, E, t)Cref(λ⋆, E)
∑
λ⋆

F⋆(λ⋆, E)dλ⋆ =
∑
λ⋆

F(λ⋆, E, t)dλ⋆.

(D.4)

We remind that the factor Cref represents the unknown devia-
tion from the true stellar spectrum. Because this deviation profile
has low-frequency variations and is affecting all exposures in an
epoch in the same way, it only matters when extracting plane-
tary emission using absolute fluxes or if the stellar and reference
spectra deviate differently between epochs (see Sect. 5.3). In
general, we can thus ignore Cref in the final correction lc, which
is defined as:

lc(λ⋆, E, t) =
∑
λ⋆ F(λ⋆, E, t)dλ⋆∑
λ⋆ F⋆(λ⋆, E)dλ⋆

. (D.5)

The scaling light curve lc(λ⋆, E, t) can be defined chromatically,
namely, over a set of bands at λ⋆, to account for broadband vari-
ations in the planetary absorption/emission and stellar emission
(Fig. 13). We propose three methods to calculate lc:

– import: we import a measured or theoretical light curve
into the ANTARESS workflow. This approach allows account-
ing for time-variable features, possibly specific to a given
epoch, such as spot crossings, planetary thermal emission,
or reflection of starlight.

– BATMAN: we use this package from Kreidberg (2015) to
compute a transit light curve with simple shape, controlled
by the transit depth of a single planet, one of the available
limb-darkening laws (uniform, linear, quadratic, square-root,
logarithmic, exponential, power2, nonlinear) and its associ-
ated coefficients, and time resolution.

– numerical: we use ANTARESS stellar surface model
(Sect. 3.3). The light curve is calculated by subtracting from
the disk-integrated emission the flux from regions occulted
by the planet(s) in each exposure, calculated following
the approach described in Sect. 3.3.2. This method allows
accounting for planets transiting simultaneously and for
complex stellar photospheres (e.g., oblate gravity-darkened
stars, or spotted stars).

Those three methods allow defining light curves specific to a
given epoch, to account for changes in the planetary or photo-
spheric properties (in particular variations in the stellar emission
due to unocculted spots). In all cases, it is important to define the
light curve at high temporal resolution so that it can be averaged
within the time window of each exposure and avoid blurring.

We note that algorithms like BATMAN or ANTARESS’s
numerical approach actually return δp(λ⋆, E, t) (Sect. 2.1), which
is calculated assuming a constant stellar emission and planetary
absorption within a band. This quantity is not strictly equivalent
to the integrated flux ratio between each exposure and the star
in Eq. D.5, since F differs from F⋆ at high resolution (due to
the planet-occulted and atmospheric-filtered stellar lines, Eq. 1)
and F⋆ thus does not simplify in this ratio. This does not matter,
however, as long as the theoretical light curves match the ratio.

Finally, we interpolate the chromatic lc(λ⋆, E, t) over the
high-resolution spectral grid of each exposure to calculate the
rescaled spectra as:

Fsc(λ⋆, E, t) = Fmeas(λ⋆, E, t)CF(E, t)lc(λ⋆, E, t)

= F(λ⋆, E, t)Cnorm
ref (λ⋆, E)

where Cnorm
ref (λ⋆,E) =

T Fref∑
λ⋆ Fref(λ⋆, E)dλ⋆

,

(D.6)

D.3. Differential profile extraction

We detail here the procedure to retrieve differential profiles. For
each exposure at time t we build a master disk-integrated profile
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of the unocculted star, F t
⋆, as the weighted average (Sect. 7.3)

of a selection of out-of-transit Fsc profiles representative of the
star during transit. Instead of resampling the out-of-transit pro-
files on a common grid, averaging them into a single master, and
resampling this master on the individual spectral grid of each
exposure, we directly resample the out-of-transit profiles on the
spectral grid of the processed exposure before they are averaged.
The master is thus built from profiles that are only resampled
once in our approach, preventing blurring and the introduction
of correlated noise (Sect. 2.3).

Spectral ranges contaminated by the planetary atmosphere
(i.e., where Fp and S p[thin]

i are not null, Eq. 10) are identified as
described in Sect. 3.2 and masked so that the master represents
the pure stellar emission (see Sect. 7.3). Future versions of the
ANTARESS workflow could account for possible variations in the
disk-integrated profile of the unocculted star, for example in the
presence of spots moving over the duration of an epoch, so that
F t
⋆ remains equivalent to the disk-integrated profile occulted at

time t.

D.4. Intrinsic profile extraction

We detail here the procedure to retrieve intrinsic profiles, which
are derived from differential profiles as:

F intr(λ⋆, E, t) =
Fdiff(λ⋆, E, t)

1 − lc(λ⋆, E, t)

= Cnorm
ref (λ⋆, E)

∑
i∈iocc

fi(λ⋆, E) S p[thick]
i (λ⋆, E)

1 − lc(λ⋆, E, t)
.

(D.7)

Here, the spectral ranges absorbed by the optically thin planetary
atmosphere have been masked, unless intrinsic profiles are spec-
tral and converted into CCFs later on in the workflow. Indeed,
if the planetary atmosphere absorbs at transitions present in the
CCF mask used to cross-correlate intrinsic spectra then its lines
shift over time in the star rest frame because of the planet orbital
motion (Sect. 3.2). In that case, masking those contaminating
lines when defining intrinsic spectra (Sect. 6.5) would exclude
mask lines from the cross-correlation in some exposures but not
others, yielding CCFs that are not equivalent over the time series.
To circumvent this issue, the masking of the planetary signal
is performed in velocity space, after intrinsic spectra have been
converted into CCFs (Fig. 17).

The spatial accuracy at which stellar line profiles can be sam-
pled depends on the blurring induced by the planet size and
orbital motion. If we can assume that the stellar emission does
not vary substantially over the planet-occulted region during an
exposure, then the above equation simplifies as

F intr(λ⋆, E, t) ∼ Cnorm
ref (λ⋆, E)

focc(λ⋆, E, t) S p[thick]
occ (λ⋆, E, t)

1 − lc(λ⋆, E, t)
.

(D.8)

The surface density flux from the region occulted during the
exposure at time t writes as:

focc(λ⋆, E, t) = Iocc(λ⋆, E, t)αocc(λ⋆, E, t), (D.9)

where I is the specific intensity emitted by the occulted region
and α its broadband intensity variations (such as limb- and

gravity-darkening). During transit, the spectral flux scaling lc
over a given band at λ⋆ corresponds to (Sect. 6.3):

1 − lc(λ⋆, E, t) =
I(v)αocc(λ⋆, E, t) S occ(E, t)∑

λ⋆ F⋆(λ⋆, E)dλ⋆
, (D.10)

where S occ and I are the achromatic planetary surface and stellar
intensity values that allow reproducing the integrated flux ratio∑
λ⋆ F(λ⋆, E, t)dλ⋆/

∑
λ⋆ F⋆(λ⋆, E)dλ⋆ measured in this band, as

noted in Sect. D.2. While S occ does not necessarily match the
true S p[thick]

occ , because of the spectral variations of Iocc(λ⋆, E, t)
over the band, we assume that the ratio S occ/S

p[thick]
occ remains

constant during transit, so that:

F intr(λ⋆, E, t) = Cnorm
ref (λ⋆, E)

∑
λ⋆

F⋆(λ⋆, E)dλ⋆×

Iocc(λ⋆, E, t)αocc(λ⋆, E, t) S p[thick]
occ (λ⋆, E, t)

I(v)αocc(λ⋆, E, t) S occ(E, t)
,

(D.11)

Can be rewritten as:

F intr(λ⋆, E, t) = Fnorm
ref (λ⋆, E)Iocc(λ⋆, E, t). (D.12)

Here, all the components that are constant over time throughout
the transit and with low-frequency spectral variations have been
combined into Fnorm

ref .
Planet-occulted stellar spectra are distorted by broadband

spectral variations in the planet size. Indeed, the planet occults a
larger area of the stellar photosphere - with a broader rv distribu-
tion and a different average rv - at wavelengths where it appears
larger, for example due to Rayleigh scattering. We use ANTA-
RESS stellar surface model to calculate the surface rv associated
with each planet-occulted region as a function of wavelength
(Sect. 3.3), using the same chromatic planetary transit depths
and stellar intensity variations used for broadband flux scaling
(Sect. 6.3). Intrinsic spectra are then corrected for chromatic
deviations around the “white” rv of planet-occulted regions, so
that differences in the rv of intrinsic stellar lines across the
spectrum only trace variations due to the stellar atmosphere.
WASP-76b yields maximum chromatic deviations on the order
of 5 m s−1 at ingress/egress, which is much smaller than the RV
precision that can be reached on stellar lines in a local spectral
band with ESPRESSO. This effect is thus likely negligible with
present instrumentation, but may need to be taken into account
with high-resolution spectrographs on the ELT.

Appendix E: Generic methods

E.1. Stellar continuum

We detail here our method, adapted from Cretignier et al.
(2020b), to determine the spectral continuum of the target star
using the processed data. A master spectrum of the unocculted
star is first built from each epoch or a combination of epochs,
resampling spectrally (Sect. 2.3) and then temporally (Sect. 7.3)
a selection of out-of-transit exposures. The master spectrum is
smoothed with a Savitzky-Golay filter to remove noise with
higher frequency than a chosen scale. Local maxima are iden-
tified as bins whose smoothed flux value is the highest in
their closest neighbourhood, defined as a window of chosen
width. The resulting spectrum of local maxima is stretched so
that variations in the flux direction become smaller than those
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in the wavelength direction. An alpha-shape algorithm is then
applied over the stretched spectrum to remove maxima formed
by blended lines, setting the radius of the rolling pin to a larger
size than the typical spectral line width. Finally, outlying max-
ima are removed and the remainder used to define the continuum
of the master spectrum via linear interpolation. Smoothing and
local maxima windows, stretching parameter, and rolling pin
radius can be adjusted depending on the instrumental resolu-
tion and stellar line properties to better control the continuum
determination.

E.2. Spectral weight profiles

E.2.1. True error estimate

The flux in a given pixel is estimated as Fmeas(λ), which fol-
lows a Poisson distribution that can be approximated by a normal
distribution with mean the true flux F true(λ) and standard devi-
ation σtrue(λ), if enough photoelectrons are measured. Because
the uncertainty σmeas(λ) associated with a measured pixel flux is
proportional to

√
Fmeas(λ), it is a biased estimate of the true error

and should thus not be used to weigh the flux. Indeed, pixels
where Fmeas(λ) is lower (resp. larger) than F true(λ) due to statis-
tical variations would be associated with a lower (resp. larger)
uncertainty than their true error, resulting in artifically larger
(resp. lower) weights and a weighted mean that underestimates
(resp. overestimates) the true flux.

We thus weigh the flux in a given pixel using an estimate
of its true error. Our underlying assumption is that the mea-
sured flux averaged over a large spectral band, or over a large
number of exposures, is close enough to its true value that its
measured error can be considered as an estimate of its true error.
The definition of the weights then depends on the type of pro-
file, disk-integrated or intrinsic, it is applied to. Since time series
of disk-integrated and intrinsic spectra are aligned in the star or
surface rest frame before being averaged, all medium- and high-
frequency components involved in the weight profiles are shifted
in the same way as their associated spectrum. For example tel-
luric spectra originally defined in the barycentric rest frame are
shifted to the same frame as the averaged exposures. Due to these
shifts, the common flux calibration profile defined in the detector
rest frame becomes specific to each exposure.

E.2.2. Definition of weight profiles

At their latest processing stage disk-integrated spectra write as
(see Eq. 9):

Fsc(λ⋆, E, t) = Fmeas(λ⋆, E, t)Ccorr(λ⋆, E, t)lc(λ⋆, E, t), (E.1)

where Ccorr groups all spectral corrections that were applied to
the measured spectra (Sect. 5), except for cosmics and wiggles.
For the sake of clarity we only report the dependency on λ⋆ in
the following expressions. Uncertainties on the measured flux
density can be expressed as a function of the raw photoelectron
count (Eq. 3), yielding the following uncertainty on the true flux
Fsc,true measured during ∆t:

σsc,true(λ⋆) = g̃cal(λ⋆)
√

N true(λ⋆)Ccorr(λ⋆)lc(λ⋆)/∆t. (E.2)

The spectra Fsc/lc have the same low-resolution profile as the
spectrum of the unocculted star F⋆, allowing us to estimate the
raw number of photoelectrons as:

N true(λ⋆) ∼
Fmeas
⋆ (λ⋆)∆t

g̃cal(λ⋆)Ccorr(λ⋆)
, (E.3)

where the stellar spectrum Fmeas
⋆ , averaged over many out-of-

transit exposures, is assumed to be a good estimate of F true
⋆ .

Replacing N true with the above expression in Eq. E.2.2 then
yields the weight profile on a disk-integrated spectrum defined
in Eq. 15.

Then, based on Eq. 11 and 12, the error on the true intrinsic
flux is:

σintr,true(λ) =
σdiff,true(λ)
1 − lc(λ)

whereσdiff,true(λ) =
√
σtrue
⋆ (λ)2 + σsc,true(λ)2.

(E.4)

Since the measured unocculted stellar spectrum is assumed to
approximate the true spectrum (Sect. E.2.2), we only use its
variance with σtrue

⋆ ∼ σmeas
⋆ , yielding the weight profile on an

intrinsic spectrum defined in Eq. 15.

E.3. Temporal and spatial resampling

Temporal/spatial resampling is performed over a selection of
exposures, typically within the out-of-transit window for disk-
integrated profiles and within the transit window for intrinsic
profiles. All profiles are resampled on a common spectral grid
prior to being binned. The start and end positions of input
exposures along the binning dimension, xstart(t) and xend(t),
are defined using ANTARESS numerical grid (Sect. 3.3). The
start and end positions of new exposures, xin

start and xin
end, are

defined for each exposure or by specifying a x range and
number of exposures. The effective start and end positions of
new exposures are then calculated as min(maxt(xstart(t), xin

start))
and max(mint(xend(t), xin

end)), considering all input exposures that
overlap with the new exposure. The central positions of new
exposures are calculated as the mean of their start/end positions.
Input exposures are weighted along the binning dimension by
∆x, the overlap between this exposure’s window and the win-
dow of the new exposure. We prefer to set x = rsky rather than

µ (corresponding to
√

1 − r2
sky for a spherical star) as a binning

coordinate for intrinsic profiles because it samples more regu-
larly the stellar surface (Sect. 8.2.3). For a transiting planet on a
circular orbit, with ip ∼90◦ and orbital phases ϕ close to 0, rsky
approximates as 2 π ϕ ap/R⋆. For the same exposure time, the rsky
ranges covered by the planet at two different positions are thus
more similar than in µ.

The temporal/spatial resampling method does not interpolate
input profiles along x. Instead, Eq. 16 assumes a uniform flux
density over the window of each exposure. This allows resam-
pling the flux in a given spectral bin even if it is undefined in
several input exposures. Undefined spectral bins in input profiles,
for example masked because of contamination by the planetary
atmosphere (Sect. 3.2), have their flux and weights set to zero so
that they do not contribute to the mean. The covariance matrix
of the mean profile is calculated as described in Sect. 2.3, based
on Eq. 16. We do not account for covariance over the temporal
and spatial dimension, as successive exposures are assumed to
be independent.

E.4. Conversion from 2D to 1D spectra

Spectra are converted over a 1D spectral grid common to all
exposures, specific to a given instrument, and with uniform
resolution in ln λ. Spectra from overlapping orders have to be
equivalent in flux to prevent the introduction of biases, high-
lighting the importance of a proper flatfielding, deblazing, and
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flux balance correction. We first resample spectra in each spec-
tral order over the common 1D grid (Sect. 2.3). Spectral weight
profiles, mainly shaped here by the flux calibration profiles
(Sect. 7.2), are then calculated in each order and normalized by
the total weight in each pixel common to overlapping orders.
Flux spectra and covariance matrixes from all spectral orders
are finally multiplied by their corresponding weight profiles, and
coadded.

E.5. Cross-correlation

We detail here ANTARESS cross-correlation method. It can be
applied over all spectral orders or a selection, for example to
generate a chromatic set of CCFs (Cristo et al. 2022). CCFs are
calculated over a rv grid of constant step and chosen range.

In a first step we identify lines of the binary mask that can
contribute to the cross-correlation in all processed exposures.
Only lines for which the requested rv range (once converted into
a wavelength range around this line) is fully within the spectral
range of the processed spectrum (which is not the case, for exam-
ple, if the line is at the edge of a spectral order) and contains no
undefined pixels are kept. The spectrum of each exposure is then
cross-correlated with the filtered mask as follows:

CCF(rv, E, t) =
∑

l

F(λl, E, t)
wl

<gl>cal
. (E.5)

For each mask line l the flux spectrum and covariance matrix are
resampled on the CCF grid, converted from rv to wavelengths
λl = λ

0
l

√
(1 + rv/c)/(1 − rv/c) relative to the line transition λ0

l .
They are then scaled back approximately to raw count units using
the mean of the flux calibration profile over the line grid <gl>cal
(Sect. 5.1), so as to naturally give more weight to lines measured
with a larger number of raw photoelectons without modifying
the local flux balance of the spectrum. The local flux spectrum is
then multiplied by the line weight wl and added to the CCF flux
grid, while the covariance matrix is multiplied by the squared
line weight and stored. Once all lines have been processed the
module co-adds their weighted covariance matrixes, using the
largest one to set the minimum number of diagonals in the CCF
matrix (Sect. 2.3). When calculating CCFs of stellar spectra, the
associated stellar spectral weight (Sect. 7.2) and broadband flux
scaling grid (Sect. 6.3) are cross-correlated in the same way.

Appendix F: Analysis methods

F.1. Stellar mask generator

Prior to using this method the ANTARESS workflow must have
been set to align spectra in a common rest frame, using either
the systemic11 plus Keplerian RV for disk-integrated spectra
(Sect. 6.2), or the surface rv along the transit chord for intrin-
sic spectra (Sect. 6.5.2). Aligned spectra must then have been
converted from 2D to 1D (Sect.7.4) and resampled into a mas-
ter spectrum (Sect. 7.3). No in-transit exposures should be used
when computing a disk-integrated master, to avoid biases due to
planet-occulted stellar lines.

The method starts by normalizing the master spectrum with
the estimated stellar continuum (Sect. 7.1), smoothing it to
remove high-frequency noise, and oversampling it on a regu-
lar spectral grid. Local maxima and minima are identified as

11 Since a precise systemic rv is later derived from disk-integrated
CCFs, we only use an approximate value at this stage and keep in mind
that masks are defined with respect to this reference.

bins whose flux value is the highest (resp. lowest) in their clos-
est neighbourhood, defined as a fraction of the lines FWHM.
Lines can then be defined as the unique successions of dis-
tinct maximum-minimum-maximum, with the line central wave-
length set to the minimum position. Lines that fall within spectral
ranges known to be contaminated by deep telluric lines, or ranges
selected by the user, are excluded. Successive selections can
then be applied to refine the linelist, with thresholds that can
be adjusted depending on the quality of the data and the type of
the star (the process is illustrated in Fig. 18):
1. Lines must have a depth (relative to the global continuum,

and to their local continuum) within a given range, and a
minimum depth and width (relative to the closest maximum)
larger than a threshold.

2. An independent estimate of the line positions, from a poly-
nomial fit to their core, must not deviate from their minimum
position by more than a threshold.

3. Lines must be deeper than contaminating telluric lines by
a threshold. A telluric line is a contaminant if, as it shifts
between its minimum and maximum spectral positions, it
crosses the range covered by a stellar line. The use of tran-
sit time series grants a finer control over this step than
with long-term rv series. We retrieve the telluric spectra
(Sect. 5.2) associated with the exposures used to build the
master stellar spectrum, align them in the Earth rest frame,
and bin them into a master telluric spectrum. Telluric lines
are then identified following the same approach as for the
stellar spectrum, and checked for overlap with stellar lines
by considering the stellar Keplerian and Earth barycentric
motion over the processed exposures.

4. Lines must not be too asymmetric, with criteria based on
the width and depth differences between their maxima lower
than a threshold.

5. Lines must have a low rv dispersion. A line-by-line analy-
sis (Dumusque 2018; Bouchy et al. 2001) is applied to each
exposure used in the master spectrum, cross-correlating their
spectra to derive rv time series. Each line must have a rv
dispersion over the series lower than the mean error by a
threshold (this criteria should not be used when the number
of exposures is too small), and an average rv calculated as
the weighted mean over the series lower than a threshold.

6. A final selection is applied to exclude more finely stellar lines
contaminated by tellurics.

Weights representative of the photonic error on the mask line
positions (Bourrier et al. 2021) are defined as the squared inverse
of the error on the line rvs (Bouchy et al. 2001).

Once a general list of stellar lines is defined, a cross-
matching can be applied with a VALD linelist generated with
the host star properties and for the instrument spectral range. We
adjust the depth of the VALD lines so that they better match the
stellar lines, then identify the unblended VALD lines most con-
sistent with each mask line based on their relative difference in
depth and position (Fig. 18). Once species have been attributed
to the mask lines, a refined selection can be made.

F.2. Analysis of individual stellar profiles

F.2.1. Model line profiles

All stellar profiles are defined with a polynomial continuum,
multiplied by spectral absorption lines calculated analytically or
numerically. Analytical profiles provide a direct way to fit a sin-
gle stellar line with simple shape in disk-integrated or intrinsic
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Fig. F.1. Flowchart of CCF mask generation, illustrated with HD 209458. Thresholds applied in each step (magenta lines) can be adjusted based on
the resulting line selection displayed as 2D distributions (green and red disks show lines kept and excluded, respectively), occurence histograms,
and cumulative functions of the line weights. We illustrate how telluric contamination is flagged by showing the master telluric spectrum at its
minimum (blue) and maximum (red) doppler shifts during the two epochs, relative to the master stellar spectrum (black profile). The stellar line at
∼7223.7 Å is excluded due to contamination by the telluric line highlighted at its mean position by the dashed grey line.

spectra. Numerical profiles are calculated using ANTARESS stel-
lar surface model (Sect. 3.3), summing elementary profiles over
the full star to fit disk-integrated profiles or over planet-occulted
regions to fit intrinsic profiles. As described in Sect. 3.3.1 the
elementary profiles can be analytical, theoretical, or measured.
The last two options allow fitting several lines over a portion of
the stellar spectrum (Fig. 23).

Analytical (either used directly or in the numerical model)
and theoretical profiles are defined over regular pixel grids so
that they can be convolved with the instrumental response func-
tion (assumed to be a Gaussian with FWHM preset for each
instrument). When working with low-resolution data, profiles are
calculated over an oversampled grid before convolution, and then
resampled on the pixel grid of the fitted profile, to avoid blur-
ring. Measured profiles are already broadened by instrumental
convolution and kept on their grid of origin (Sect. 6.5).

F.2.2. Line profile fitting

Disk-integrated profiles from original time series are analyzed
in the rest frame of the input data, where their derived cen-
troids can be used to check the Keplerian model and measure the
systemic rv of the system. After being aligned, profiles can be
analyzed in the star rest frame. We highlight that masking nar-
row planetary atmospheric features does not remove the effect
of planetary occultation on disk-integrated profiles. Indeed, the
opaque planet continuum generates spectral features through its
absorption of the local stellar line profile (e.g., Dethier & Bour-
rier 2023). These features yield the so-called “Doppler shadow”
(Collier Cameron et al. 2010) that distorts in-transit line profiles
and induces the RM anomaly when deriving their centroid with
an undistorted model of the unocculted star. We propose an orig-
inal method to circumvent this bias, which consists in excluding
the range absorbed by the planet-occulted stellar line. This range
can be defined in a given exposure as a rv window covering the
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Fig. F.2. Correlation diagrams for the PDFs of the RMR model parameters of the WASP-76b transits. Ci and FWHMi indicate polynomial
coefficients for the line shape properties (see text). Green and blue lines show the 1 and 2 simultaneous 2D confidence regions that contain,
respectively, 39.3% and 86.5% of the accepted steps. 1D histograms correspond to the distributions projected on the space of each line parameter,
with the green dashed lines limiting the 68.3% HDIs. The blue lines and squares show the median values.

breadth of the line, centered around the line transition Doppler-
shifted by the surface rv of the planet-occulted region (Eq. 2).
Masked disk-integrated stellar line profiles are not distorted any-
more by the planetary continuum, and can be fitted with the
unocculted stellar line model.

Intrinsic profiles from original time series are analyzed in
the star rest frame, where their derived centroids can be used to
determine the best model for stellar surface rv along the tran-
sit chord. After being aligned, profiles can be analyzed in the
photosphere rest frame. We highlight the importance of using a
Bayesian approach when fitting intrinsic profiles (Bourrier et al.

2021), to better explore the line model properties and their cor-
relations, and to retrieve information from noisy or masked local
stellar lines that could not be obtained through least-square min-
imization. Priors set on the model properties can be informed
by their range of variations along the transit chord (Sect. 8.2.3)
or physical arguments (e.g., local FWHM smaller than the disk-
integrated value; contrast between 0 and 1; RV centroid smaller
than the projected stellar rotational velocity). PDFs from the
fits to intrinsic stellar lines inform on the exposures that can
be exploited in time series analysis (Sect. 8.3). Exposures with
flat, non-constraining PDFs for the width, contrast, and rv of the
intrinsic line, typically at the limb of the star where the planet
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only partially occults dim regions of the stellar surface, should
be excluded (Fig. 17).

F.2.3. Line profile variations

Parametric models are used to describe the variation of a line
property as a function of the chosen variable. They are fitted
to the properties measured over all epochs or a selection of
epochs, with parameters that can be common or independent
between fitted datasets to allow for variations between epochs.
Disk-integrated properties measured out-of-transit can be stud-
ied as a function of ambient (e.g., airmass, seeing measured at
the instrument facility), data-related (e.g., time, mean S/N over
a given selection of orders), or stellar (e.g., activity indexes,
retrieved from the DACE platform) variables. They are fitted
directly with the chosen parametric model, which can be a poly-
nomial, a sine function, or their combination (e.g., additive for
RVs, multiplicative for FWHM and contrast). Intrinsic proper-
ties, by definition measured in-transit, are studied as a function
of stellar coordinates (e.g., center-to-limb angle, sky-projected
distance from star center, latitude or longitude). They are fit-
ted with brightness-averages over the planet-occulted regions
(Sect. 3.3.2), tiled with the chosen parametric model. Intrin-
sic line centroids, which trace the surface RVs along the transit
chord, are described with Eq. 2. Morphological line properties
m are described with absolute (m(x) =

∑
i≥0 cixi)) or modulated

(m(x) = m0(1 +
∑

i≥1 cixi)) polynomial models. The latter pos-
sibility allows for a common dependence of the property with
stellar coordinate x, with a scaling m0 specific to each epoch.

F.3. Analysis of joint intrinsic stellar profiles

F.3.1. Global model line profiles

Series of intrinsic profiles are fitted over multiple epochs with a
global model for the stellar lines, defined analytically or numer-
ically (Sect. 8.2). Line profiles are linked between consecutive
exposures through models describing their shape and position
as a function of stellar coordinates, informed by the analysis of
individual exposures (Sect. 8.2.3). Profiles can further be linked
between epochs by using common model coefficients, although
they can be varied to account for stellar variability. The line
profiles are defined before convolution with each instrument’s
response, so that their coefficients remain comparable between
different spectrographs.

F.3.2. RMR fitting

The surface rv model controlling the theoretical line centroids
(Eq. 2) depends at first order on the sky-projected spin-orbit
angle λ and stellar rotational velocity veq sin i⋆. If allowed by the
data, the rv model can further depend on convective blueshift
and on differential rotation, the latter breaking the degeneracy
on the stellar latitudes transited by the planet. The resulting
measurement of the stellar inclination i⋆, combined with λ and
veq sin i⋆, respectively yields the 3D spin-orbit angle ψ and the
equatorial stellar rotational velocity veq. Alternatively, ψ can be
derived using an independent constraint on the stellar inclina-
tion (for example through asteroseismology) or the equatorial
rotation period Peq (typically using photometric modulation or
activity indexes).

The coefficients describing the line profiles depend on the
type of profile (e.g., FWHM and contrast for analytical pro-
files, abundances for theoretical profiles, etc), but their spatial

dependence along the transit chord is always described using
the polynomials described in Sect. F.2.3. We remind that ana-
lytical models for intrinsic lines can include macroturbulence
(Sect. 3.3.1), which can be used to separate its contribution from
that of thermal broadening.

By construction, measured intrinsic profiles are corrected for
the broadband flux scaling associated with stellar intensity vari-
ations and the area occulted by the planet. However, an intrinsic
profile can be seen as the brightness-average of all elemen-
tary stellar profiles occulted by the planet during an exposure
(Sect. 3.3), so that its shape and Doppler-shift still depend on the
size of the planet and on the stellar intensity properties. Model
intrinsic profiles thus also depend on the planet-to-star radius
ratio in the fitted band (which determines which stellar grid cells
are occulted) and on the stellar gravity/limb-darkening coeffi-
cients (which determine the relative weights of the elementary
profiles from each cell). In practice, intrinsic line profiles are
however not measured to a sufficiently good precision, even in
CCF format, to constrain these properties. On the other hand the
scaled semi-major axis ap/R⋆ and orbital inclination ip can in
some cases be constrained by the data, and set as free parame-
ters in the joint fit. Indeed, those parameters can be degenerate
with either λ (for aligned orbits) or v sin i⋆ (for polar orbits),
and affect the model stellar lines by controlling the theoretical
transit chord and thus the occulted stellar grid cells. Importantly,
the extraction of intrinsic profiles does not require a precise
knowledge of the planet-to-star radius ratio, semi-major axis, and
orbital inclination, but only of the transit light curve used for
broadband scaling (Sect. 6.3, 6.5).

Appendix G: Performance analysis

G.1. Resampling

Spectra are measured in different exposures over slighly differ-
ent wavelength grids, and the subsequent shifts required to align
them in common rest frames (Sect. 6.2, 6.5.2) further differenti-
ate their spectral grids. Resampling spectra on a common grid, as
is commonly done in transmission spectroscopy analyses, blurs
sharp spectral features and introduces correlations between pix-
els (Sect. 2.3). The ANTARESS workflow innovates by avoiding
resampling as much as possible, and we evaluate here the ben-
efits of this approach using the first epoch of HD 209458 as an
example.

In our nominal approach, a model telluric spectrum is calcu-
lated on the native grid of each observed spectrum before calcu-
lating telluric CCFs of the spectra and their models (Sect. 5.2). If
spectra are first resampled on a common grid, the best-fit telluric
CCFs are shallower due to the blurring of the observed telluric
lines, which are then undercorrected (Fig. G.1).

We fitted Gaussian profiles to deep and narrow stellar lines
in the red, high S/N parts of the spectrum to assess the impact
of resampling on the line shape. Although the lines were system-
atically shallower and broader when resampled, the difference
remained marginal (1σ for the constrast, 0.5σ for the FWHM,
0.05σ for the rv). We derived the same conclusion from fits
to the cross-correlated stellar line averaged over out-of-transit
exposures. We thus conclude that resampling spectra after they
are aligned in the star rest frame has a negligible impact on
individual stellar lines. This is because the Keplerian motion of
HD 209458 around the transit windows only represents a small
fraction of an ESPRESSO pixel, so that the interpolation due to
resampling remains limited.
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Fig. G.1. Average out-of-transit spectrum of HD 209458 (epoch 1),
when resampling spectra on a common wavelength grid (red) or not
(blue). In the former case, undercorrections of telluric lines (highlighted
by the best-fit telluric model at mid-epoch, in green) in individual expo-
sures add up and yield biases visible by eye.

The impact of resampling intrinsic spectra is mitigated by
their lower S/N. Nonetheless, the cross-correlated stellar line
averaged along the transit chord shows differences on the order
of 0.1%, 10 m s−1 and 1 m s−1 for the contrast, FWHM, and
rv position, with typical significance of ∼1σ. This is because
intrinsic spectra aligned in the rest frame of the stellar sur-
face are corrected for its Doppler motion, which represents
here a substantial fraction of a pixel. The RMR fit is similarly
impacted, with differences at the ∼1σ level for λ and veq sin i⋆
(1.055±0.077◦, 4.272±0.007 km s−1 for the nominal analysis;
1.183±0.073◦, 4.262±0.007 km s−1 for resampled data).

Finally, one of the interests of the ANTARESS workflow is the
possibility to oversample CCFs with a rv step smaller than the
instrumental pixel width, thus better resolving the line profiles.
The resulting correlations between pixels are propagated thanks
to the use of covariance matrixes, and accounted for when fit-
ting the CCFs (Sect. 2.3). To illustrate this point we calculated
the CCFs of HD 209458 intrinsic spectra with rv steps of 0.25
and 0.10 km s−1, smaller than the nominal value of 0.50 km s−1.
Fits to the master CCF along the transit chord in epoch 1 show
a significant refinement of the stellar line shape from 0.5 to
0.25 km s−1, as it gets deeper (contrast from 0.5683±0.0009 to
0.58693±0.0010) and narrower (FWHM from 7.656±0.016 to
7.199±0.018 km s−1). Using even finer rv steps does not resolve
better the line shape (Fig. G.2). Oversampling the CCFs does
not change the results of the RMR fit, likely because the line
profiles of HD 209458 are symmetrical and their positions are
already measured with high precision at the nominal rv step.
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Fig. G.2. Master intrinsic CCF of HD 209458, averaged along the transit
chord in epoch 1. The blue, red, and green profiles were calculated with
rv steps of 0.50, 0.25, and 0.10 km s−1 , respectively.

G.2. Covariance matrix

The ANTARESS workflow calculates the covariance between pix-
els of the processed profiles, and propagates it as a banded
covariance matrix (Sect. 2.3). With the optimal processing, when
2D spectra are resampled as late as possible, no covariance
exists until differential profiles are extracted (Sect. 6.4). At this
stage, correlations are introduced through the difference between
in-transit profiles and the master out-of-transit spectrum used
as reference, since disk-integrated spectra must be aligned and
resampled on a common grid before they can be averaged into
a master. The master spectra of HD 209458 and WASP-76 are
associated with three covariance diagonals, whose ratios to the
variance (from ∼3× 10−3 to 4× 10−5) however remain negligible.
Strong correlations are then inevitably created when computing
CCFs, although this is mitigated in the ANTARESS workflow
by accounting for the covariance in fits. The CCFs of intrin-
sic spectra are associated with eight covariance diagonals, with
typical ratios to the variance decreasing from 0.2 to 2× 10−14.
However, covariances remain small enough that discarding them
in the RMR fits does not change the derived values and their
uncertainties for either HD 209458b or WASP-76b.

G.3. Weighted means

Particular care is taken in the ANTARESS workflow to calcu-
late the weighted mean of spectra (Sect 7.2), using estimates
of the true error on individual pixels. Here we evaluate the
impact of not considering various components in the weighing
of disk-integrated and intrinsic spectral profiles. Our goal is not
to perform an exhaustive assessment but rather to estimate the
typical biases introduced by improper weighing.

Figure G.3 illustrates the role of the instrumental flux cali-
bration profile when averaging overlapping spectral orders in a
given disk-integrated spectrum (Sect. E.2.2), typically to convert
2D echelle spectra into a 1D spectrum. We observe differences
up to a few percents, increasing toward the edges of the orders,
when performing a simple mean that does not account for lower
photon count and associated large flux errors.

Figure G.4 illustrates the role of telluric correction when
averaging disk-integrated spectra from different exposures
(Sect. E.2.2). These spectra are typically averaged in the star rest
frame, in which telluric lines shift over time, so that a given pixel
should be weighted differently according to its level of telluric
correction. The strongest biases are observed for the deepest tel-
luric lines when they are not included in the weight profile, but
even moderately strong tellurics can induce biases up to a few
tens of ppm when averaging two exposures. The bias is reduced
when more exposures are averaged, as a pixel absorbed by tel-
lurics in a given exposure will weigh less in the overall mean.
Nonetheless, we observe differences up to a few hundreds of
ppm in regions of deep telluric lines, even when averaging all
out-of-transit exposures.

Figure G.5 illustrates the role of disk-integrated stellar
lines when averaging intrinsic spectra in the photosphere rest
frame (Sect. E.2.2). In that case, disk-integrated stellar lines
shift between different exposures, so that a given pixel should
be weighted differently according to the depth of the stellar
line it overlaps with. Similarly to telluric lines, the strongest
biases are observed for the deepest disk-integrated stellar lines,
when they are not included in the weight profile. The sodium
lines are among the deepest in the disk-integrated spectrum of
HD 209458, with nearly full absorption at the core of the line,
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Fig. G.3. Weighing performance (instrumental flux calibration) for
disk-integrated spectra. Top panel: Overlapping orders in 2D flux spec-
tra (exposure at index 10 in HD 209458 epoch 1). Middle panel: Zoom
on the 1D spectrum averaged from the order spectra, when accounting
(black) or not (magenta) for instrumental calibration in the weight pro-
files. Bottom panel: Relative difference between the magenta and black
profiles, overlapped with the contribution of the instrumental calibra-
tion to the order weight profiles (arbitrary scale).

and induce biases up to tens of percents even in the intrinsic pro-
file averaged over all in-transit exposures. It is thus critical for
the analysis of averaged planet-occulted stellar lines to account
for disk-integrated stellar lines in weight profiles.

G.4. Flux balance corrections

Correcting for spectro-temporal variations of the flux balance
is necessary to avoid biases in planetary transmission spectra.
While local corrections can be applied at high spectral reso-
lution, forcing the continuum around the line of interest to a
constant value, the use of a spectrum-wide correction in the
ANTARESS workflow may allow the retrieval of planetary signa-
tures at medium spectral resolution. This type of correction also
ensures the computation of unbiased stellar and planetary CCFs,
for which it is not possible to correct the continuum of each
independent line. Relative variations between the continua of
different lines over time indeed translate into variations between
their relative weights in the CCF, modifying its profile between
exposures.

Here we evaluate how much a poor correction of the flux
balance impacts the quality of disk-integrated and intrinsic stel-
lar CCFs. We reprocessed the data from the FLUX BALANCE
method (Sect. 5.3) onward, using low-order polynomials instead
of smoothing splines to fit the color balance variations. This
approach allows capturing the overall shape of the color balance,
but not its variations over a few spectral orders as finely as with
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Fig. G.4. Weighing performance (tellurics) for disk-integrated spec-
tra. First (top) panel: Typical telluric spectrum in HD 209458 epoch
1. Second panel: Relative difference between the master-out spectra
accounting or not for telluric correction in weight profiles. Third panel:
Same as the second panel, when averaging only two exposures (index 5
and 84). Fourth (bottom) panel: Zoom from the third panel in the region
of the sodium doublet, illustrating how shifting telluric lines (reported
on an arbitrary scale, in blue and red at indexes 5 and 84) bias the mean
over the pixels they absorb when not included in weight profiles.
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Fig. G.5. Weighing performance (stellar lines) for intrinsic spectra. Top
panel: Mean of intrinsic spectra along the transit chord of HD 209458b
in the region of the sodium doublet, when accounting (black) or not
(magenta) for the disk-integrated spectrum in weight profiles.Bottom
panel: Relative difference between the magenta and black profiles, over-
lapped with the contribution of the disk-integrated spectrum to the
weight profiles (arbitrary scale, in blue and red for two exposures at
ingress and egress).

splines (Fig. 7). We first assessed the quality of disk-integrated
CCFs by comparing the dispersion of their out-of-transit prop-
erties with the nominal analysis. The degraded flux balance
correction does not have a clear impact on WASP-76 CCFs.
For HD 209458, it increases the dispersion of the CCF con-
trast and FWHM by ∼3–8% but has no impact on their RVs.
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Fig. G.6. Wiggle correction in epoch 1 of HD 209458b, for exposures
at index 60 (top panel) and 88 (bottom panel). Blue and red profiles
show spectra before and after correction, respectively. Flux spectra are
normalized by the stellar continuum (estimated from the corrected data;
Sect. 7.1) and offset for clarity. The dashed black line represents the nor-
malized continuum unity. Transmission spectra, shown at the top of the
panels and calculated with the master out-of-transit spectrum, highlight
wiggle patterns strong enough to be visible in the flux spectra.

This is likely because the residual, uncorrected color varia-
tions are broad enough that they are approximately constant
over the breadth of a stellar line and thus do not modify their
shape. Since the correction improves the disk-integrated CCFs
of HD 209458 we further evaluated its impact on the intrinsic
CCFs and their RMR fit. The degraded correction yields λ =
1.12±0.07◦ and veq sin i⋆ = 4.289±0.008 km s−1, consistent with
1.06±0.07◦, 4.272±0.007 km s−1 from the nominal analysis.

Our analysis suggests that an accurate flux balance cor-
rection, while important for spectral analysis and to compute
high-quality CCFs, is not critical for the derivation of RVs and
the interpretation of the RM effect. Biases induced by the color
effect (e.g., Bourrier & Hébrard 2014) mainly arise from the
spectrum-wide variations reaching tens of percents, which can
be captured by low-order polynomials.

G.5. Wiggle correction

The same spectral region in ESPRESSO data is affected by dif-
ferent wiggle patterns over time (Fig. G.6). Applying a global,
homogeneous correction to all spectra acquired during an epoch
(Sect. 5.6) is thus required to compare a given spectral line
between different exposures, or to combine a line assumed to
be stable over several exposures.

Here, we assess its impact on stellar CCFs and their inter-
pretation. Similarly to color balance variations, but at shorter
frequencies, wiggles indeed change the relative flux balance
between different spectral regions over time and thus the rel-
ative weights between CCF lines. We deactivated the wiggle
correction (Sect. 5.6) and reprocessed the data from the SPEC-
TRAL LINE DETRENDING method (Sect. 6.1) onward. Correcting
for the wiggles has no significant impact on WASP-76 disk-
integrated CCFs. For HD 209458, it improves the dispersion
of their out-of-transit contrast and FWHM by ∼3–6% but has

no impact on their rvs. This is likely because the wiggle
pattern is too broad to affect the line shapes and thus only
changes their overall flux level, as discussed for the flux bal-
ance correction (Sect. G.4). We then evaluated the impact of
the wiggles on the intrinsic CCFs of HD 209458 and their
RMR fit. Disabling the correction yields λ = 1.01±0.08◦ and
veq sin i⋆ = 4.271±0.007 km s−1, to be compared to 1.06±0.07◦,
4.272±0.007 km s−1 for the nominal analysis.

Although they have a strong impact on spectral data, wiggles
thus appears to have a moderate to negligible impact on disk-
integrated and intrinsic CCFs. This is likely because wiggles are
smoothed out over the thousands of cross-correlated lines, so that
temporal variations in the wiggle pattern have little impact on the
CCF profiles. This suggests that wiggle correction is not critical
to RMR fits on ESPRESSO data, although it may be safer to
apply it to ensure unbiased results, especially if a small number
of stellar lines are used in the CCFs.

G.6. CCF from intrinsic spectra / from disk-integrated CCF

The ANTARESS workflow offers the new possibility to apply
the RMR technique (Sect. 8.3.1) to “white” CCFs calculated by
cross-correlating intrinsic spectra over broad spectral ranges:

CCF[F intr](rv) =
∑

l

F t
⋆(λl) − Fsc(λl)

1 − lc(λl)
αl, (G.1)

where αl designates the combined weights applied to local line
spectra (Sect. 7.5). It is also possible, as in past studies (e.g.,
Bourrier et al. 2021), to use the CCFs of disk-integrated spectra,
readily provided by the DRS of high-resolution spectrographs or
calculated with the ANTARESS workflow (Sect. 6.5), and extract
intrinsic CCFs as:

CCF intr(rv) =
CCF⋆(rv) −CCFsc(rv)

1 − lcwh
, (G.2)

where lcwh (Sect. 6.3) is either the achromatic light curve cal-
culated over the “white” band best matching the CCF linelist
(when CCFs are provided as input of ANTARESS), or the
cross-correlation of the chromatic light curve used to scale
disk-integrated spectra (when CCFs are calculated within our
workflow). The CCF[F intr] and CCF intr are thus not equivalent
when a chromatic light curve is used, as with WASP-76b, and
more generally because the CCF⋆ and CCFsc are calculated by
resampling, weighing, and scaling disk-integrated CCFs in rv
space.

To evaluate the bias induced by these approximations, we
compared the nominal RMR fit of the CCF[F intr] (Sect. 8.3.1)
with the same fit applied to CCF intr derived from disk-integrated
CCFs calculated with the ANTARESS workflow. The quality of
the fits and the precision of the results is similar for both plan-
ets (χ2

r = 1.1), with consistent results for HD 209458b (λ =
1.164 ± 0.069◦, veq sin i⋆ = 4.263+0.0072

−0.0083 km s−1 from the CCF intr;
λ = 1.06 ± 0.07◦, veq sin i⋆ = 4.272±0.007 km s−1 from the nom-
inal CCF[F intr]). While the derived rotational velocities are
also consistent for WASP-76b (0.79+0.12

−0.15 km s−1 from CCF intr;
0.86+0.13

−0.19 km s−1 from CCF[F intr]), the fit to the CCF intr prefers
a positive solution for λ (27.0+29.4

−18.6
◦

, compared to the nominal
-37.1+12.6

−20.6
◦

). It is noteworthy that our fit to the CCF intr yields
similar results as those derived by Ehrenreich et al. (2020) with-
out prior on the rotational velocity (veq sin i⋆ = 0.73+0.21

−0.03 km s−1,
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λ = 10.2+31.0
−5.7

◦

; priv. comm.), supporting the conclusion from
Sect. 8.3.1 that their different surface rv series and results arise
from their use of intrinsic CCFs derived from disk-integrated
CCFs.

We remind that both types of intrinsic CCFs analyzed here
are derived from the same 2D spectra processed by the SPEC-
TRAL LINE DETRENDING method (Sect. 6.1). The differences
we observe are thus entirely caused by cross-correlating spectra
too early in the workflow. We thus recommend analyzing CCFs
calculated from intrinsic spectra rather than extracted from disk-
integrated CCFs, as the latter can bias the analysis of the RM
effect.

G.7. Chromatic flux scaling

The ANTARESS workflow can account for broadband variations
in the planetary absorption and stellar emission when rescal-
ing disk-integrated spectra Fsc to their correct relative flux level,
and when rescaling intrinsic spectra F intr to a common flux level
(Sect. 6.3). As can be seen in Eq. G.6, using an achromatic scal-
ing light curve instead of the true chromatic one thus biases
the continuum of the planet-occulted spectrum F t

⋆ − Fsc and
its intrinsic normalization by 1 − lc. This changes the relative
weight given to stellar lines from different regions of the spec-
trum when cross-correlating intrinsic spectra, and may thus bias
the resulting CCF properties.

To investigate this issue we performed a RMR fit of the
CCF[F intr] from WASP-76b, processed from the BROADBAND
FLUX SCALING method onward with the white transit depth
and limb-darkening values from Table 2. The achromatic pro-
cessing yields veq sin i⋆ = 0.78+0.08

−0.10 km s−1 and λ = -23.9+16.6
−24.7

◦

,
to be compared with the nominal values 0.86+0.13

−0.19 km s−1 and -
37.1+12.6

−20.6
◦

. While the derived properties remain consistent, they
are impacted by the chromaticity of the scaling light curve.
Future studies of data measured at higher precision, or for plan-
ets with strong chromatic variations of their continuum, should
thus be wary of this bias.

G.8. Stellar CCF masks

To illustrate the use of the STELLAR MASK GENERATOR
(Sect. 8.1) we built custom masks from the disk-integrated
spectra of HD 209458 and WASP-76 (Fig. 18).

We assessed the quality of disk-integrated CCFs derived with
the custom masks by comparing the dispersion of their out-of-
transit properties with those of CCFs derived with the standard
F9 ESPRESSO DRS mask. For HD 209458, the custom CCFs
are less stable in contrast, more stable in FWHM, and compara-
ble in RVs to the DRS CCFs. For WASP-76, the custom CCFs
are less stable in contrast and FWHM, but more stable in RVs.
Given that HD 209458 and WASP 76 have types F9 and F7, these
results are not unexpected. Indeed, from a similar comparison
over a wider stellar sample, Bourrier et al. (2023) noted that
masks customized to a specific target star, rather than representa-
tive of a spectral type proxy as in ESPRESSO DRS, yield CCFs
of comparable quality for F-type stars and CCFs of much better
quality for G-type and especially K-type stars. As a complemen-
tary analysis, we performed a RMR fit of the CCF[F intr] from
HD 209458, cross-correlating intrinsic spectra with its custom
mask (Sect. 6.5.1). The fit is of similar quality than the nominal
one based on the F9 mask, and yields consistent results.

These tests show that custom masks, generated with the
ANTARESS workflow from input datasets of a given star, allow
building CCFs of at least comparable quality to standard masks,
with the interest of performing self-consistent RM analysis.
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