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A B S T R A C T 

We present AstroCLIP, a single, versatile model that can embed both galaxy images and spectra into a shared, physically 

meaningful latent space. These embeddings can then be used – without any model fine-tuning – for a variety of downstream tasks 
including (1) accurate in-modality and cross-modality semantic similarity search, (2) photometric redshift estimation, (3) galaxy 

property estimation from both images and spectra, and (4) morphology classification. Our approach to implementing AstroCLIP 

consists of two parts. First, we embed galaxy images and spectra separately by pre-training separate transformer-based image 
and spectrum encoders in self-supervised settings. We then align the encoders using a contrastive loss. We apply our method to 

spectra from the Dark Energy Spectroscopic Instrument and images from its corresponding Le gac y Imaging Surv e y. Ov erall, 
we find remarkable performance on all do wnstream tasks, e ven relati ve to supervised baselines. For example, for a task like 
photometric redshift prediction, we find similar performance to a specifically trained ResNet18, and for additional tasks like 
physical property estimation (stellar mass, age, metallicity, and specific-star-formation rate), we beat this supervised baseline 
by 19 per cent in terms of R 

2 . We also compare our results with a state-of-the-art self-supervised single-modal model for galaxy 

images, and find that our approach outperforms this benchmark by roughly a factor of two on photometric redshift estimation and 

physical property prediction in terms of R 

2 , while remaining roughly in-line in terms of morphology classification. Ultimately, 
our approach represents the first cross-modal self-supervised model for galaxies, and the first self-supervised transformer-based 

architectures for galaxy images and spectra. 

Key words: methods: data analysis – galaxies: general. 
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.  I N T RO D U C T I O N  

stronomical data sets continue to expand rapidly in size and
omple xity. Ongoing surv e ys like the Dark Energy Spectroscopic
nstrument (DESI, Dey et al. 2019 ) already encompass millions of
bjects and future surv e ys, like the Vera C. Rubin Le gac y Surv e ys of
pace and Time (Ivezi ́c et. al. 2019 ) and Euclid (Laureijs et al. 2011 ),
re expected to broaden this scope to include billions of objects. 

A variety of computational approaches have been developed to
rocess the data from these surv e ys (Iv ezi ́c et al. 2020 ). In recent
ears, a growing subset of these approaches has employed data-
 E-mail: lparker@simonsfoundation.org 
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riven methodologies from machine learning (ML). To date, these
pproaches have largely been separated into two different classes: 

(1) Supervised methods leverage labelled subsets of observa-
ional data to perform discriminative tasks like galaxy morphology
lassification, photometric redshift estimation, weak lensing, etc. (for
 recent re vie w, see Huertas-Company & Lanusse 2023 ), and have
chieved significant progress in data-rich settings. Ho we ver, these
ethods are ultimately constrained by the quantity and quality of

abelled training samples available and are often exposed to only a
mall fraction of the potentially available data during training. Addi-
ionally, bespoke supervised models need to be retrained/redesigned
rom scratch for each new task, creating significant computational
nefficiencies in the data analysis pipeline. 
© 2024 The Author(s). 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 
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(2) Unsupervised methods use clustering, principal component 
nalysis, and other techniques to bypass the need for labelled data. 
hese have been employed for tasks like strong lens detection (Cheng 
t al. 2020 ), anomaly detection (Margalef-Bentabol et al. 2020 ), etc.
o we v er, while the y do not rely on labelled subsets of the data, they

re still typically task-specific, and they have lagged behind their 
upervised counterparts in performance (Caron et al. 2018 ). 

Recently, a new line of inquiry has explored self-supervised 

earning (SSL) as an alternative. These approaches learn high- 
uality embeddings, i.e. low-dimensional representations of the 
bjects that preserve their important physical information – in the 
bsence of labelled training data. These embeddings can then be used 
or a variety of downstream tasks, eliminating the need to retrain 
espoke supervised models from scratch for each new data set or
ew task. 
This is achieved by training models to perform some surrogate 

ask, such as identifying corrupted pairs or filling in masked sub-
ections of the input data. This in turn produces a high-quality, 
ow-dimensional representation which can be used as a ‘foundation’ 
or downstream tasks; these types of models are therefore often 
ubbed foundation models (Bommasani et al. 2021 ). In computer 
ision (CV, He et al. 2021 ; Tong et al. 2022 ) and natural language
rocessing (NLP, Radford et al. 2019 ), these approaches have already 
losed the gap with their supervised counterparts; indeed, zero- and 
ew-shot 1 training on the learned representations can even exceed 
upervised performance, especially in domains in which training 
arge supervised models from scratch is infeasible due to constraints 
n labelled data (Bommasani et al. 2021 ). Moreo v er, recent works
av e now e xtended these results into the physical sciences more
roadly (McCabe et al. 2023 ; Nguyen et al. 2023 ; Subramanian et al.
024 ). 
A variety of SSL strate gies hav e already been deployed in ob-

ervational astronomy. F or e xample, one of the earliest explorations 
f SSL in the context of astronomical images is the application of
he Momentum Constrative pre-training strategy (i.e. MoCo v2, He 
t al. 2020 ) on galaxy images (Hayat et al. 2020 ; Stein et al. 2021b ).
his framework learns embeddings of images by maximizing the 
imilarity of embeddings between different augmented views of 
he same image while minimizing similarity with embeddings of 
ther images. These embeddings can then be used to predict galaxy 
edshift (Hayat et al. 2021 ), perform similarity searches, and search 
or rare, scientifically interesting objects like strong gravitational 
enses (Stein et al. 2021a ). Another prominent example in this field
s the application of a Bootstrap Your Own Latent (Grill et al. 2020 )
trategy for galaxy morphology classification (Walmsley et al. 2022a ) 
o achieve state-of-the-art performance after fine-tuning in the low 

ata regime. 
SSL has also been employed on galaxy spectra. For example, 

ortillo et al. ( 2020 ) use a variational auto-encoder (VAE) to reduce
he dimensionality of galaxy spectra to a small latent space before 
sing a decoder to generate the rest-frame spectrum; the learned latent 
pace then possesses significant intrinsic, rest-frame information 
bout the galaxy spectra, which can be used for downstream tasks
ike outlier detection, interpolation, and galaxy class classification. 
urther works like Teimoorinia et al. ( 2022 ) and Melchior et al.
 In zero-shot learning, the model applies its learned representations to identify 
r categorize new, unseen data instances, without the need for additional 
raining specifically on these new categories or instances. In few-shot learning, 
he pre-trained model is fine-tuned with a very small data set related to the 
ew task. 

b  

u  

o  

2

3

 2023 ) add successive improvements to the existing VAE; their
mbeddings are then similarly useful for downstream tasks like 
nomaly detection (Liang et al. 2023a , b ). 

Ho we ver, despite this recent progress, all of the current SSL ap-
roaches in observational astronomy have been limited to embedding 
bjects from a single modality at a time. In an astrophysical context
hough, there exist a number of complementary observations of the 
ame underlying physical processes; e.g. galaxies are often measured 
sing a variety of realizations, including photometry, multiband 
mages, and optical spectra. As such, a universal foundation model 
or observational astronomy should be able to simultaneously embed 
ross-modal realizations of the same physical process into a shared 
atent space. Then, the learned representations of any given object can 
e easily searched across different modalities and used seamlessly 
or a variety of downstream tasks. 

In this work, we introduce AstroCLIP , a cross-modal foundation 
odel for galaxies. Our approach consists of two distinct steps. 
irst, we pre-train state-of-the-art image and spectrum encoders 

o extract high-quality embeddings of galaxies in a single-modal, 
elf-supervised setting. Then, we align the image and spectrum 

mbeddings by maximizing the similarity between cross-modal 
mbeddings that correspond to the same galaxy while simultaneously 
inimizing the similarity between cross-modal embeddings that 

orrespond to different galaxies. 
We apply our methodology to optical spectra from the DESI 2 and
ultiband images from its corresponding Le gac y Imaging Surv e y

DESI-LS, Dey et al. 2019 ) 3 , and demonstrate that our learned em-
eddings are organized around meaningful physical semantics. This 
llows them to be used as powerful foundations for both similarity
earches and discriminative tasks. This approach is illustrated in 
ig. 1 . Ultimately, we hope that in providing a powerful cross-modal
oundation model for galaxy spectra and images, along with a set of
h ysically org anized, low-dimensional g alaxy embeddings, we will 
mpower a wide variety of downstream data analysis applications in 
he field. 

The main contributions of our work are: 

(1) We develop the first self-supervised transformer-based models 
or galaxy spectra and images. 

(2) We apply a cross-modal training regime to align the pre-trained 
mage and spectrum encoders around shared physical semantics, 
reating a unified latent space for spectra and images. 

(3) We empirically demonstrate that our cross-modal embeddings 
apture core physical properties of the underlying galaxies. This 
nables, with only minimal downstream processing, AstroCLIP to 
e used for: 

(i) In-modal and cross-modal galaxy similarity searches. 
(ii) Photometric redshift estimation 
(iii) Galaxy property estimation from images 
(iv) Galaxy property estimation from spectra 
(v) Galaxy morphology classification from images. 

Code for our models, training, and testing kit is available online
ere . 
Our paper is organized as follows. In Section 2 , we provide

ackground on SSL, as well as on the particular SSL objectives
sed in the present paper. In Section 3 , we describe the specifics of
ur AstroCLIP implementation. In Section 4 , we provide the data
MNRAS 531, 4990–5011 (2024) 

 https:// data.desi.lbl.gov/ doc/ 
 https://www.le gac ysurv e y.org/
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M

Figure 1. Illustration of the AstroCLIP cross-modal training strategy. This approach consists of two steps. First, galaxy images and spectra are embedded 
separately by pre-training both an image and a spectrum encoder in a SSL setting (left). Then, these encoders are aligned using a cross-modal contrastive loss. 
Once aligned, these embeddings allow us to connect and compare cross-modal representations (right). Moreo v er, the y possess physically meaningful high-level 
information which can be used for a variety of downstream tasks on which the model was neither trained nor fine-tuned. 
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4 In this context, ‘modality’ refers to the type of data input, such as 
images, textual descriptions, segmentation maps, etc., each requiring different 
processing techniques. 
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ets that we use to train our models and in Section 5 , we outline
he training process of our models. In Section 6 , we present our
esults on in-modal and cross-modal similarity searches, photometric
edshift estimation, galaxy property prediction, and morphology
lassification. Finally, we discuss our results and further extensions
f our paper in Section 7 . 

.  SELF-SUPERVISED  L E A R N I N G  

n SSL, the objective is to train a model to learn to extract rich,
ow-dimensional representations from data without the need for any
abels. This is typically achieved by training the model to perform
ome contrived surrogate task on the input data. In recent years, a
ariety of such surrogate tasks have been developed. One common
xample of such a task in NLP is to predict the next word in a sentence
i ven the pre vious words; this is typically called autore gressiv e
rediction (Radford et al. 2019 ). Many other such objectives have
een developed, including masked reconstruction (Devlin et al. 2018 ;
e et al. 2021 ), self-distillation (Fang et al. 2021 ), and contrastive

earning (Chen et al. 2020 ; Radford et al. 2021 ). Ultimately, these
pproaches have been shown to generate generalizeable, highly
nformative representations in both NLP (e.g. Generative Pretrained
ransformer or GPT, Radford et al. 2019 ) and CV (He et al. 2021 ;
ong et al. 2022 ). 
Despite their task-agnostic training, the zero- and few-shot learn-

ng performed on the low-dimensional representations captured by
hese models has outperformed supervised training in a wide variety
f settings, especially in domains in which training large supervised
odels from scratch is infeasible due to constraints on labelled data

Bommasani et al. 2021 ). These successes have also highlighted
he importance of scale in SSL training strategies, as scaling laws
stablished in both CV (Zhai et al. 2022 ) and NLP (Fang et al. 2021 )
NRAS 531, 4990–5011 (2024) 
emonstrate significant gains in performance with larger model sizes,
ata set sizes, and total compute. 
In the following sections, we outline the relevant SSL training
ethodologies used in this paper. In particular, we focus on the

ontrastive cross-modal strategy that we adopt for AstroCLIP in
ection 2.1 . We then provide a general overview of the self-
upervised masked modelling strategy that we adopt for spectrum
mbedding in Section 2.2 and the self-supervised self-DIstillation
ith NO labels (DINO) strategy that we adopt for image embedding

n Section 2.3 ; we provide a more detailed description of both these
pproaches in Appendix A . For a comprehensive re vie w of self-
upervised methods, we direct the reader to Balestriero et al. ( 2023 ).

.1 Cross-modal contrasti v e techniques 

 variety of techniques have emerged for connecting representations
cross modalities 4 . One such method, Contrastive Language-Image
re-training (CLIP, Radford et al. 2021 ), has achieved widespread
uccess by training neural networks to align language-based de-
criptions of objects with their corresponding images. CLIP works
y using an image embedder and a text embedder to embed both
anguage and image representations into a shared embedding space.
hese embedders are trained jointly under a contrastive loss, whereby
ositive pairs (i.e. image–language pairs corresponding to the same
bject) are brought closer together while ne gativ e pairs (i.e. image–
anguage pairs corresponding to different objects) are pushed apart. 

Formally, let X ∈ R 

N and Y ∈ R 

M be two sets of observations of
he same objects from two different modalities; in CLIP, these would
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e images and textual descriptions corresponding to the same objects. 
hen, the goal is to construct a pair of encoders, f φ : R 

N → R 

d and
 θ : R 

M → R 

d , that compress these two modalities into a shared
 -dimensional space. In particular, we want this embedding space 
o maximize the mutual information between these representations, 
 ( f φ( x ), g θ ( y )). 

Practically, direct computation of the mutual information is a 
otoriously difficult estimation problem for finite data (Song & 

rmon 2019 ; McAllester & Stratos 2020 ). Therefore, contrastive 
ethods like CLIP typically rely on maximizing approximations of 

he mutual information. In this case, CLIP uses an Information Noise-
ontrastive Estimation (InfoNCE, Gutmann & Hyv ̈arinen 2010 ; van 
en Oord, Li & Vinyals 2018 ), a variational bound on the mutual
nformation. Although InfoNCE is biased, it represents a stable, low 

ariance bound on the mutual information that has pro v en successful
n a wide variety of contrastive methods (Radford et al. 2021 ). The
nfoNCE loss is given as 

 InfoNCE ( X , Y ) = − 1 

K 

K ∑ 

i= 1 

log 
exp ( S C ( x i , y i ) /τ ) ∑ K 

j exp ( S C ( x i , y j ) /τ ) 
. (1) 

ere, τ > 0 represents a smoothing parameter (sometimes referred 
o as temperature) and j represent the indices of ne gativ e e xamples
ot associated with the object i . 
Additionally, a choice of similarity metric, S C , must be specified to

etermine the similarity between representations in the embedding 
pace. In CLIP, the cosine similarity between two points in the 
mbedding space is used, such that 

 C ( x i , y j ) = 

( x i ) T y j 
‖ x i ‖ 2 2 ‖ y j ‖ 2 2 

. (2) 

ntuiti vely, the InfoNCE objecti ve works by bringing together points
n the embedding space that correspond to the same underlying 
hysical object and pushing points in the embedding space away 
rom each other if they correspond to different underlying physical 
bjects. Because the InfoNCE loss is itself upper-bounded by the 
umber of ne gativ e samples, log ( K − 1), CLIP-style models are
ypically trained with large batch sizes of ne gativ e pairs, ranging
rom K = 512 to K = 4096, where larger batch sizes typically
orrelate with better performance (Radford et al. 2021 ). 

While CLIP has pro v en successful on a variety of cross-modal
roblems, the method has shown to suffer from some inefficiencies in 
raining models from scratch, namely due to high computational costs 
ssociated with the necessary large batch size and training instability 
ssues when scaling up. Recently ho we ver, Sun et al. ( 2023 ) have
hown that these issues can be partially o v ercome using a variety
f techniques, including using pre-trained, single-modal models as 
nitializers in the CLIP training. 

.2 Masked modelling 

asked modelling is an SSL technique used to extract powerful rep- 
esentations in both NLP (Masked Language Modelling, Devlin et al. 
018 ) and CV [Masked Image Modelling (MIM), Zhou et al. 2021 ]
ettings. Given an input with random masked patches 5 , the objective 
n masked modelling is to learn to fill in these randomly masked
atches using the remaining unmasked parts of the input. This forces
 In Masked Language Modelling, the patches of the input are typically 
ontiguous segments of text, while in MIM, the patches of the input are 
ypically square patches of the image. 

p
 

b
a
A  
he model to learn to infer the masked patches from the unmasked
atches, thereby encouraging robust feature representations of the 
nput that capture the structure and content of the input. Then, when
n unmasked input is fed to the model, the learned projection of that
nput should represent a po werful, lo w-dimensional embedding. For 
 more formal discussion, see Appendix A . 

.3 Self-DIstillation with NO labels 

INO (Caron et al. 2021 ) is another SSL technique widely used in
V and NLP. DINO was inspired by knowledge distillation (Bucilua, 
aruana & Niculescu-Mizil 2006 ), a method which forces small 

tudent networks to approximate the outputs of large, pre-trained 
eacher networks in order to reduce model size. Like knowledge 
istillation, DINO still relies on a student network matching the 
utputs of a teacher network. Ho we ver, rather than using a pre-trained
eacher network, DINO instead uses a copy of the student network
omposed of an iterated average of past iterations of the student
etwork’s weights. By composing the teacher network this way, 
he teacher network ef fecti vely undergoes an ensembling technique, 
nabling it to guide the student network during training by providing
etter representation outputs. Since its inception, this technique 
as been integrated with MIM in Zhou et al. ( 2021 ), and further
mpro v ed with Oquab et al. ( 2023 ), which has demonstrated superior
erformance on a variety of downstream tasks including semantic 
egmentation, image classification, video processing, etc. For a more 
etailed treatment of DINO, image-BERT pre-training with Online 
okenizer (iBOT), and self-DIstillation with NO labels version 2 
DINOv2), see Appendix A . 

.  ASTROCLI P  M O D E L  I MPLEMENTATIO N  

he core of our approach lies in the idea that cross-modal obser-
ations of a given source can be thought of as filtered, noisy views
f the same underlying physical process. Therefore, they should 
ntrinsically possess a shared latent space in which the embeddings 
f these cross-modal representations can be aligned. To that end, we
resent a two-step process to train cross-modal galaxy encoders: 

(1) We pre-train two single-modal galaxy encoders separately 
sing SSL techniques. For galaxy images, we pre-train a vision 
ransformer (ViT, Dosovitskiy et al. 2020 ) using a carefully modified
ersion of the DINOv2 self-supervised regime (see Appendix A ). 
or galaxy spectra, we pre-train a 1D transformer encoder using a
tandard mask-filling strategy (see Section 2.2 ). 

(2) We then train (or ‘fine-tune’) our pre-trained models in a con-
rastive setting (see Section 2.1 ) to align the cross-modal embeddings
f the same galaxies in a shared embedding space using the CLIP
ross-modal alignment strategy (see Section 2.1 ). 

Notably, we opt to pre-train single-modal models separately before 
LIP alignment instead of training the entire AstroCLIP model from 

cratch. For one, the size of the image data set far exceeds the size of
he union between image and spectrum data sets, allowing us to pre-
rain our image embedder on roughly two orders of magnitude more
ata. Additionally, previous studies (Sun et al. 2023 ) demonstrate 
hat the training instabilities and high computational cost associated 
ith CLIP-style training can be partially mitigated by CLIP-aligning 
re-trained models. 
We provide the details of the galaxy image and spectrum em-

edders below . Notably , both models implement transformer-based 
rchitectures; we provide extensive background on these in Appendix 
 , and direct the reader to Vaswani et al. ( 2017 ) and Dosovitskiy et al.
MNRAS 531, 4990–5011 (2024) 
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Table 1. The number of galaxies present in each of our data sets. In 
particular, we pre-train our image model on the DESI-LS and our spectrum 

and AstroCLIP model on the cross-matched DESI & DESI-LS. We perform 

downstream redshift estimation on this same data set, property prediction on 
the cross-matched PROVABGS data set, and morphology classification on 
Galaxy Zoo DECaLS. 

Data set Number of galaxies 

DESI-LS after Cuts 76 446 849 
Cross-Matched DESI & DESI-LS 197 632 
PROVABGS Properties 105 159 
Galaxy Zoo DECaLS Classifications 222 929 
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 2020 ) for additional information. We also provide details on the
stroCLIP model implementation. All training details are provided

ater in Section 5 . 

.1 Galaxy image transformer 

ur galaxy image model’s architecture is a standard ViT (Dosovitskiy
t al. 2020 ). To prepare a galaxy image, x ∈ R 

N×N for the ViT ar-
hitecture, we first patch the image into non-o v erlapping, contiguous
atches of size P × P . These patches are then flattened, to create a
equence x p ∈ R 

K×( P 2 ·C) , where C is the number of channels and K =
 

2 / P 

2 is the total number of patches, which becomes the ef fecti ve
nput sequence length for the transformer. 

Next, we project the patches from dimension P 

2 · C to some latent
imension D I using a trainable, linear projection E ∈ R 

( P 2 ·C) ×D I .
dditionally, we add position embeddings to each of the patch em-
eddings; these are standard, learnable 1D vectors E pos ∈ R 

K×D I that
llow the model to retain positional information for each image patch.
inally, we prepend a class token x class to the sequence. This class

oken is a learnable embedding that allows the network to aggregate
lobal information in the image, and whose final representation in
he network serves as the global image representation. Altogether,
his results in a ‘processed’ input of 

x ∗ = [ x class , x 
p 

1 E , x p 2 E , ..., x p N E ] + E pos . (3) 

nce this set of embeddings is generated, we pass them to the
ransformer model. The transformer consists of a series of trans-
ormer blocks (Vaswani et al. 2017 ), each of which apply multihead
ross attention followed by a series of multilayer perceptron (MLP;
ometimes called ‘fully connected’) layers and finally a layer norm.
 final layer normalization is applied to the output class and
atch tokens. Additionally, we attach a projection head to the class
oken, which consists of an additional MLP that projects the latent
imensionality of the ViT D I to some desired dimensionality of the
utput. We provide the specific implementation details of the galaxy
mage ViT in Appendix B . 

.2 Galaxy spectrum transformer 

ur galaxy spectrum transformer is loosely modelled after the
PT-2 model, although it performs masked modelling rather than

utore gressiv e prediction 6 (Radford et al. 2019 ). As with the galaxy
mage ViT, to prepare a galaxy spectrum y ∈ R 

T for the transformer
rchitectures, we first reshape the T dimensional native representation
f the spectrum to a sequence of shape ( T modA) × B , where each
lement of this new sequence is a contiguous B -element segment
f the original sequence, and adjacent elements have an o v erlap of
ize A ; these new elements now form our patches, y ∈ R 

K×B . The
atches are once again projected to some latent dimension D S using a
rainable, linear project, and position encodings are added and a class
oken prepended, as in equation ( 3 ). Once this set of embeddings is
enerated, we pass them to the transformer model. We provide the
pecific implementation details of the galaxy spectrum transformer
n Appendix B . 
NRAS 531, 4990–5011 (2024) 

 We deviate from GPT-2 in that we initialize all the weights of the transformer 
locks with a normal distribution with standard de viation gi ven by (2 ×
an-in × num-layers) −1/2 . The dependence of the standard deviation on the 
umber of transformer blocks is to counteract the effect of having a series of 
esidual connections. 

4

4

W  

b  

w  
.3 AstroCLIP model 

he final AstroCLIP model is a sort of compositional model consist-
ng of both the image and spectrum transformers outlined abo v e. The
odel is constructed using the following steps. First, for any given

bservation x with a corresponding label l = { ‘image’, ‘spectrum’ } ,
he model patchifies the input according to the appropriate strategy
utlined in Section 3.1 or 3.2 . Next, the model processes the patchi-
ed input through the appropriate image or spectrum transformer,
esulting in a processed sequence of vectors with dimensionality
qual to the embedding dimension of the transformer, either D I or
 S . 
To transform these vectors into an embedding space that is shared

etween the image and spectra inputs, AstroCLIP applies a multihead
ross-attention between these final-layer tokens and a learnable
uery vector q ∈ R 

512 . Specifically, the query to this multihead
ttention is q , while the keys and values are the final-layer tokens
f either the image or ViT (see equation A9 for more details). This
llows the model to use the attention scores computed between q
nd the transformer-output vectors to selectively attend to specific
ectors from the transformer output, ef fecti vely producing a weighted
verage of some linear projection of these vectors. The output of this
ross-attention is then a single vector z ∗ with the same embedding
imension as q ; it does not matter how many key and value vectors
re received, the dimensionality will remain fixed. z ∗ is itself then
assed through a series of MLP blocks to produce z . 
The final outputs of the AstroCLIP model, z , are embedding

ectors of both galaxy images and spectra that reside in a shared,
nified latent space. We provide the specific implementation details
f the galaxy spectrum transformer in Appendix B . The alignment
f the embedding vector corresponding to a galaxy image, z im , with
he embedding vector corresponding to a galaxy spectrum, z sp , is
erformed during CLIP training, detailed further in Section 5 . 

.  DATA  

e use galaxy spectra from the DESI and galaxy images from DESI-
S. We use both DESI and DESI-LS for SSL pre-training, along with
 variety of additional data sets for downstream tasks. All of these
ata are detailed below, and a summary of the number of galaxies in
ach data set is provided in Table 1 . 

.1 Self-supervised training data sets 

.1.1 DESI-LS ima g es 

e use the DESI-LS Data Release 9 from 2021 January as prepared
y Stein et al. ( 2021b ). The observations in the Northern galactic cap
ere captured by the Beijing–Arizona Sky Survey for g and r bands
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8 Debiasing in Galaxy Zoo DECaLS includes both redshift debiasing, which 
mitigates the debiasing from the fact that higher redshift galaxies appear 
fainter and smaller on the sky, and volunteer weighting, which discards the 
classifications of volunteers with a reported artefact rate o v er 0.5 and at least 
150 total classifications. For more details, see Walmsley et al. ( 2022b ). 
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nd the Mayall Le gac y Surv e y for z bands respectively, while the
bservations in the Southern galactic cap were captured by the Dark 
nergy Camera Le gac y Surv e y (DECaLS). 
We keep every source in the sweep catalogues of the DESI-LS

hat was not identified as a star and whose magnitude in the z band is
etween 20 and 21. After imposing the mag z cut-off, this results in
 total of 76 446 849 galaxies. Many of these galaxy images include
 v erlapping re gions of the sk y due to the small angular separation
etween galaxies in galaxy clusters. 

These galaxies are imaged in three optical bands ( g , r , and z) at
 pixel scale of 0.262 arcsec. The images extracted by Stein et al.
 2021b ) are taken in 256 × 256 cut-outs and we crop these images to
44 × 144 centre-cuts as the vast majority of galaxies will co v er less
rea than the total size of the cut-outs. Additionally, we normalize 
he images using a standard Z-scoring regime, whereby we subtract 
he mean and divide by the standard deviation of the image data
et, ensuring that each pixel value has a mean of 0 and a standard
eviation of 1, thus standardizing the input data for consistent model 
raining and performance. 

.1.2 DESI spectra 

e use data from the DESI Early Data Release (EDR, DESI
ollaboration et al. 2023 ), which consists of spectra observed during 

he Surv e y Validation campaign. This campaign was divided into 
he Target Selection Validation phase, designed to finalize target 
election, and the One-Percent Survey , a pilot surv e y of the full
rogramme that co v ered roughly 140 de g 2 . Since the data set includes
amples of highly different o v erall amplitudes, in order to make
t easier for the network to process all samples, we Z-score each
ndividual sample. We include the mean ( μ) and standard deviation 
 σ ) information by appending it to the spectrum sequence. 

.1.3 Dark energy survey ima g e-spectra pair s 

e cross-match the DESI-LS galaxy images and DESI spectra using 
he target IDs associated with each galaxy. This yields a paired 
alaxy image-spectra sample of 197 632 galaxies. We build this 
aired sample using the same preprocessing steps for images and 
pectra detailed abo v e. We split our sample using a 90/10 train-test
plit for training and e v aluation. 

.2 Downstream data sets 

.2.1 Photometric redshift estimation 

or photometric redshift estimation, we use the catalogue-reported 
edshifts from the DESI spectra associated with each DECaLS image 
n the cross-matched image-spectrum data set. We remo v e spurious
ntries by only selecting entries for which mag g , mag r , mag z > 0.
e split the catalogue using the same split as abo v e. 

.2.2 PRObabilistic Value-Added Bright Galaxy Survey catalogue 

or galaxy property estimation, we use a sample corresponding to 
oughly 1 per cent of the DESI Bright Galaxy Surv e y . Specifically , we
ollect estimates of the stellar mass ( M ∗), star-formation rate (SFR),
ass-weighted stellar metallicity ( Z MW 

), and mass-weighted stellar 
ge ( t age, MW 

) from the complementary PRObabilistic Value-Added 
right Galaxy Surv e y (PROVABGS) catalogue (Hahn et al. 2023b ).

n particular, we match our image-spectra pairs with the PROVABGS 

eported best-fit of the abo v e galaxy properties using the DESI target
Ds associated with each galaxy. We remo v e spurious entries in the
ROVABGS catalogue by only selecting entries for which M ∗ > 0
nd mag g , mag r , mag z > 0. This leaves 105 159 samples, which we
plit using the same split as abo v e. 

.2.3 Galaxy zoo decals 

or galaxy morphology classification, we use Galaxy Zoo DECaLS 

7 . 
n particular, we use the classifications from GZD-5 (Walmsley 
t al. 2022b ), which includes o v er 7.5 million volunteer response
lassifications for roughly 314 000 galaxies on a variety of questions,
ncluding morphological T-types, strong bars, arm curvature, etc. 

We cross-match the Galaxy Zoo DECaLS galaxies with the DESI- 
S. After cross-matching the galaxy data bases, we remo v e an y
alaxy with fewer than three volunteer classifications, resulting in a 
 . 5 per cent reduction in data set size. This leaves 222 929 galaxies
ith associated morphological classifications, which we split using 
 randomized 80/20 train-test split. 

For each galaxy, we use the debiased 8 v olunteer v otes on each
f the 10 questions. We only use a galaxy to train on a question if
0 per cent or more of the volunteers shown that galaxy were asked
hat question. Moreo v er, we only e v aluate on galaxies on which more
han 34 volunteers gave classifications, as is convention in Walmsley 
t al. ( 2022b ). To produce a discrete set of classifications for each
f the questions, we round the highest predicted vote fraction for a
uestion to 1, and round the remaining fractions to 0. 

.  M O D E L  T R A I N I N G  

s stated abo v e, we train our models using a two-step process; first,
e pre-train both image and spectrum transformers in single-modal, 

elf-supervised settings on the DESI-LS galaxy images using the 
INOv2 loss and the DESI galaxy spectra using a masked modelling

oss, respectively. Then, we train the compositional AstroCLIP model 
n the galaxy image-spectra pairs. 

.1 Galaxy image pre-training 

e pre-train the galaxy image transformer on the DESI-LS galaxy 
mages using the DINOv2 SSL strate gy. F or each input image, we
rst create a set V of local and global crops. We use eight local
rops of resolution 60 2 co v ering a random square cut-out with area
qual to 39 . 4 per cent of the input image, and two global crops of
esolution 144 2 co v ering a random square cut-out with area equal
o 94 . 7 per cent of the input image. The sizes of the local crops
re chosen such that some part of the target galaxies, which are
l w ays centred, is al w ays present in the local crop. The following
ugmentations are also applied to the various crops: 

(1) Rotation/orientation : We randomly flip both global and local 
rops across both axes with p = 0.5 probability and randomly rotate
he images by a random angle sampled between U (0 , π ). 

(2) Gaussian blur : We randomly blur each channel of the images
sing a Gaussian kernel. The Gaussian blur is selected to model
dditional point spread function (PSF) smoothing, and the size of 
he blurring kernel is parametrized by lognormal fits to the PSF
MNRAS 531, 4990–5011 (2024) 
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istribution of the data, as in Stein et al. ( 2021b ). This is applied with
 = 1.0 to our first global crop, p = 0.1 to our second global crop,
nd p = 0.5 to each of our local crops. 

(3) Gaussian noise : We randomly add Gaussian noise to the image
y sampling the noise level from lognormal distributions tuned for
ach filter channel, as in Stein et al. ( 2021b ). As with the Gaussian
lur, the noise is applied with p = 1.0 to our first global crop, p =
.1 to our second global crop, and p = 0.5 to each of our local crops.

Notably, we opt for far fewer augmentations than the original
INOv2 method – omitting solarization, colour jittering, and random
rey-scale – in order to minimize the total number of physical
orruptions applied to our data. 

Once cropped and randomly augmented, we patchify all crops
n V using equation ( 3 ). This produces, for each global and local
rop, a sequence of patches of length 25 and 144, respectiv ely. F or
he student network, we provide all sequences in V , while for the
eacher network, we provide only the global crops; thus, the student
s fed 25 × 8 + 144 × 2 = 488 patches, while the teacher is fed
44 × 2 = 288 patches for each image. The self-distillation loss,
 KD , is then computed as the cross-entropy loss between the class

oken of the student network for its given input and the centred and
harpened class token of the teacher network for its given input;
he equation for this loss is provided in equation ( A2 ). Additionally,
e apply a random mask to the global crops in V with a masking

atio r ∼ U (0 . 1 , 0 . 5). We then feed the unmasked global crops to
he teacher network and the masked global crops to the student
etwork, and compute the masked-modelling iBOT loss, L MIM 

, as in
quation ( A5 ). Finally, we compute the KoLeo loss for each batch
 koleo , as in equation ( A7 ). 
We train the galaxy image ViT o v er the entire DECaLS using the

omposite DINOv2 loss and the procedure outlined abo v e. The e xact
mplementation details of our training are provided in Appendix B . 

.2 Galaxy spectrum pre-training 

e pre-train the galaxy spectrum transformer on the DESI galaxy
pectra using the Masked-Modelling SSL strate gy. F or each input
pectrum, we patchify the spectrum into contiguous, o v erlapping
atches as outlined in Section 3.2 . We then randomly replace six
ontiguous segments of length 30 (equi v alent to length 600 in the
riginal spectra representation) with zeros and train the model to
inimize the mean square error loss between the predictions and the

round truth of the replaced segments of the sequence using L MM 

rovided in equation ( A1 ). The exact implementation details of our
raining are provided in Appendix B . 

.3 AstroCLIP training 

o perform our contrastive training step, we remo v e the projection
ead of both the pre-trained image and spectrum transformers and
ttach the multihead cross attention described in Section 3.3 . We then
lign both image and spectrum transformers using the InfoNCE loss
see equation 1 ) computed between galaxy images and spectra, where
ositive pairs are defined as image-spectra pairs corresponding to
he same underlying galaxy, and ne gativ e pairs are defined as image-
pectra pairs corresponding to different underlying galaxies. We use
 relatively large batch size of K = 1024 image-spectrum pairs to
ncrease the number of ne gativ e pairs per batch, as is convention in
LIP-style experiments in computer science (Radford et al. 2021 ).
he exact implementation details of our training are provided in
ppendix B . 
NRAS 531, 4990–5011 (2024) 
.  RESULTS  

o demonstrate the capabilities of AstroCLIP, we deploy it across a
ariety of tasks for which it was neither explicitly trained nor fine-
uned. To that end, we embed the galaxy images and spectra in the
arious held-out test sets listed abo v e (see Section 4 ) as follows: 

stroCLIP : ( x im , x sp ) �→ ( z im , z sp ) ∈ R 

512 . (4) 

e normalize both image and spectrum embeddings as ̄z im = z im / ‖
z im ‖ 2 and z̄ sp = z sp / ‖ z sp ‖ 2 . This produces a set of normalized
alaxy embeddings in a shared, cross-modal latent space which can
asily be queried, searched, and used as summary statistics for the
nsuing downstream tasks. 

.1 Example retrieval by similarity search 

e perform example retrie v al using semantic similarity search.
pecifically, for some query galaxy, we use its normalized vector
mbedding to search o v er all galaxies in the held-out test data base.
his search is performed using the cosine-similarity (normalized
calar product, see equation 2 ) between the embedded query galaxy

z̄ q and all of the other galaxy embeddings in the test data base. 
Unlike previous SSL methods in astronomy, AstroCLIP’s similar-

ty search is not constrained to a single modality. Instead, because
he embedding space produced by AstroCLIP is shared between
oth images and spectra, both the image and spectrum of any query
alaxy can be used to search among all galaxies in the embedded
ata set. For example, if we wish to search for galaxy images
atching a given query spectrum x sp 

i , we simply calculate the cosine
imilarity between the query spectrum embedding ̄z sp 

i and the image
mbeddings in the held-out test set, ̄z im 

j , and return the target images
ith the greatest values; no additional transformations or alterations

re needed. 
We present some examples using this method for both in-modality

imilarity search – where we determine the neighbours according
o the cosine similarity between same-modality embeddings (i.e.
 C ( z sp 

q , z 
sp ) or S C ( z im 

q , z 
im )) – and cr oss-modality similarity sear ch

where we determine neighbours according to the cosine similarity
etween cross-modal embeddings (i.e. S C ( z im 

q , z 
sp ) or S C ( z sp 

q , z 
im )).

e present the images of the four ‘closest’ galaxies for a randomly
elected query galaxy for all four possible pairs of modalities in
igs 2 (a)–(e). We also present the spectra of the four ‘closest’ galaxies
or a red quiescent galaxy and a blue star forming galaxy for all
our possible pairs of modalities in Fig. 2 (f)–(i). By construction,
he closest match for an in-modal similarity search is the query
tself. Ultimately, this sort of capability is especially important when
earching for rare or interesting objects, as e x emplified by Stein et al.
 2021b ) paper. 

.2 Redshift estimation 

.2.1 Photometric redshift estimation 

e e v aluate AstroCLIP’s performance on photometric redshift
stimation. Previous studies have demonstrated that there exists
ignificantly more redshift information in galaxy images than that
hich would be extractable with simple photometry alone (Pasquet

t al. 2019 ). As such, current ML methods rely on training dedicated,
onvolutional neural networks to solve this type of problem, a task
hich typically involves developing an entire pipeline from scratch

nd training a dedicated model end-to-end. Because the learned
ector embeddings produced by AstroCLIP are already informative
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Figure 2. Example retrie v al from both in-modality and cross-modality searches in the AstroCLIP-aligned embedding space. In particular, for a given query 
galaxy x q , we embed that galaxy using AstroCLIP as z q = AstroCLIP( x q ) and find the nearest neighbours of that galaxy using the cosine similarity, S C ( z q , z i �= q ), 
between the query embedding and the embeddings of other galaxies in the test set. Top panel: From left to right, we first show the images of (a) the randomly 
selected set of query galaxies, and then show the images corresponding to the closest galaxy embeddings using (b) spectrum-spectrum search, (c) image-image 
search, (d) spectrum-image search, and (e) image-spectrum search. Note that superscripts indicate the input modality. Bottom panel: We show the retrieved 
spectra of galaxies nearest to the query galaxy, pictured in each graph, using (f) image-image search, (g) spectrum-spectrum search, (h) spectrum-image search, 
and (i) image-spectrum search. We note that for in-modality searches, the closest neighbour to the query galaxy is by design the query galaxy itself. 
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bout the input galaxies, we are instead able to use simple clustering
lgorithms (zero-shot) or MLP (few-shot) to extract photometric 
edshift. Specifically, for zero-shot training, we apply k -Nearest 
eighbour ( k -NN) to regress the catalogue-reported redshift of a 
alaxy from AstroCLIP’s embedding of that galaxy’s image. For few- 
hot training, we train a single-hidden-layer MLP with width w = 

2 to perform the same regression. We include for comparison the 
ero- and few-shot results of our unaligned galaxy image transformer 
odel (DINO) as well as those of the single-modal SSL galaxy image
odel from Stein et al. ( 2021b ). We also include two supervised

aselines: a ResNet18 (He et al. 2016 ) trained end-to-end on the
alaxy images (see Appendix B ) and an MLP trained end-to-end on
he galaxy ( g , r , z) photometry. 

We report our results in Fig. 3 . In panel c, we verify that our
upervised ResNet18 baseline is indeed able to extract more informa- 
ion than the photometry alone. Overall, AstroCLIP outperforms all 

odels, including the ResNet18 in both zero- and few-shot settings. 
he strong zero-shot performance of the AstroCLIP model indicates 
hat the galaxy image embeddings are naturally organized in the 
atent embedding space around galaxy redshift. Contrasting this with 
he relatively worse zero-shot performance of the unaligned image 
ransformer model, it is clear that the CLIP alignment of the images
ith the spectra has naturally organized the vector embeddings 

round galaxy redshift. Given that the spectra are ef fecti vely perfectly
nformative about galaxy redshift, this is to be expected. Either 
ay, both unaligned and CLIP-aligned models outperform the Stein 

t al. ( 2021b ) image embedder, indicating that they are both better
rganized around (zero-shot) and more informati ve (fe w-shot) about 
alaxy redshift. 

.2.2 Redshift estimation from galaxy spectra 

 galaxy’s spectrum should contain near-perfect information on the 
edshift of that galaxy. This information is accessible with least- 
MNRAS 531, 4990–5011 (2024) 
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M

Figure 3. Galaxy image redshift prediction and residuals. For zero-shot, we use a simple k -NN clustering algorithm on the AstroCLIP galaxy image embeddings 
to predict galaxy redshift. For few-shot, we use a simple MLP to perform the same regression task. We include for comparison the few- and zero-shot performance 
of our unaligned galaxy image model (DINO) and a state-of-the-art self-supervised model for galaxy images (Stein et al. 2021b ). We also include two dedicated, 
supervised, end-to-end models trained on galaxy images (ResNet18) and galaxy photometry (MLP). AstroCLIP performs better than its dedicated, supervised 
counterpart, despite undergoing no task-specific training or fine-tuning. 
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quare fitting algorithms like Redrock 9 , which is used to generate the
ESI EDR-reported galaxy redshifts. Ho we ver, gi ven that galaxy

mages are not perfectly informative about galaxy redshift, one
ould expect that the AstroCLIP spectrum embeddings should no

onger contain perfect redshift information after CLIP alignment.
fterall, under a pessimistic interpretation of the InfoNCE loss

see equation 1 ), the AstroCLIP model should only be incentivized
o keep galaxy redshift information that is shared between galaxy
mages and spectra. Therefore, there is no reason that it should not
iscard the redshift information in the galaxy spectra that is not
n the galaxy images. Surprisingly, ho we ver, this does not seem
o be the case. Indeed, in e v aluating the fe w-shot performance of
he AstroCLIP spectrum embeddings in Fig. 4 , we find that there
NRAS 531, 4990–5011 (2024) 

 https:// redrock.readthedocs.io/ en/ latest

u  

a  

w  
s no material loss of information after CLIP-alignment with the
mages. This is encouraging, as it means that cross-modal alignment,
ven with modalities that are not perfectly informative about the
nderlying physical process, can still be a good training strategy to
enerate a model that keeps information. We also compare our results
ith a Convolutional-Attention Network based on a state-of-the-art

pectrum encoder (Melchior et al. 2023 ) trained end-to-end on the
alaxy spectra (see Appendix B ), and find that it is in agreement with
he AstroCLIP and unaligned SSL results as well. 

.3 Galaxy property estimation 

e e v aluate AstroCLIP’s performance on galaxy property estimation
sing both galaxy images and spectra as inputs. As abo v e, these tasks
re typically performed by dedicated, end-to-end supervised models,
hereas here we are able to use simple zero- and few-shot learning on

https://redrock.readthedocs.io/en/latest
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Figure 4. Galaxy spectrum redshift few-shot prediction and residuals. We 
use a simple MLP trained end-to-end on the AstroCLIP galaxy spectrum 

embeddings to predict galaxy redshift. Surprisingly, AstroCLIP retains near- 
perfect redshift information in the spectrum embeddings even after CLIP- 
alignment with galaxy images. Operating under a pessimistic interpretation 
of the InfoNCE loss, one would expect CLIP-alignment to only retain the 
redshift information that is shared by both spectra and images. We also 
include a supervised Convolutional-Attention Network trained end-to-end 
for redshift prediction on galaxy spectra. 
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Table 2. Galaxy property estimation R 

2 performance. We present Astro- 
CLIP’s zero- and few-shot performance in regressing stellar mass ( M ∗), 
metallicity ( Z MW 

), age ( t age ), and sSFR from galaxy images and spectra. 
For zero-shot, we use k -NN and for few-shot we use a single hidden 
layer MLP with width w = 32. We include for comparison the zero- and 
few-shot performance of our unaligned galaxy image and spectrum SSL 

transforms (unaligned trans.) and of the SSL galaxy image model from (Stein 
et al. 2021b ). We also include three dedicated, supervised baselines trained 
on galaxy images (ResNet18), galaxy spectra (Conv + Att), and galaxy 
photometry (MLP). Our models are indicated with an asterisk ( ∗). AstroCLIP 
outperforms its dedicated, supervised counterparts on most tasks, despite 
undergoing no task-specific training or fine-tuning. 

Source Method M ∗ Z MW 

t age sSFR 

Images AstroCLIP 
Zero-Shot ∗ 0.74 0.44 0.27 0.44 
Few-Shot ∗ 0.73 0.43 0.26 0.42 

Unaligned Trans. 
Zero-Shot ∗ 0.65 0.40 0.16 0.25 
Few-Shot ∗ 0.72 0.43 0.23 0.40 

Stein et al. ( 2021b ) 
Zero-Shot 0.43 0.30 0.11 0.20 
Few-Shot 0.48 0.32 0.14 0.24 
ResNet18 0.72 0.44 0.23 0.32 

Spectra AstroCLIP 
Zero-Shot ∗ 0.87 0.57 0.43 0.63 
Few-Shot ∗ 0.88 0.58 0.43 0.64 

Unaligned Trans. 
Zero-Shot ∗ 0.84 0.57 0.38 0.62 
Few-Shot ∗ 0.88 0.64 0.47 0.69 
Conv + Att 0.85 0.62 0.43 0.67 

Photometry MLP 0.67 0.41 0.27 0.34 
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he AstroCLIP embeddings. In particular, we e v aluate AstroCLIP’s 
ero- and few-shot performance in estimating the following galaxy 
roperties from the cross-matched PROVABGS (Hahn et al. 2023a ) 
atalogue detailed in Section 4.2.2 : 

(i) M ∗: Stellar mass, 
(ii) Z MW 

: Mass-weighted stellar metallicity, 
(iii) t age : Mass-weighted galaxy age (Gyr), and 
(iv) sSFR : Specific-star -formation rate, i.e. star -formation activity 

elative to its stellar mass ( SFR / M ∗). 

For zero-shot training, we use k -NN to regress [log M ∗, log Z MW 

,
 age , log sSFR ]; for few-shot training, we use a single-hidden-layer

LP with width w = 32 to perform the same regression. 
As in Section 6.2 , we include for comparison the zero- and few-

hot results of our unaligned galaxy image (DINOv2) model as well 
s those of the galaxy image model from Stein et al. ( 2021b ). We
lso include the zero- and few-shot results of our unaligned galaxy 
pectrum transformer. Finally, we include three dedicated baselines: 
 ResNet18 (He et al. 2016 ) trained end-to-end on the galaxy images
see Appendix B ), a Convolutional-Attention Network based on a 
tate-of-the-art spectrum encoder (Melchior et al. 2023 ) trained end- 
o-end on the galaxy spectra (see Appendix B ), and an MLP trained
nd-to-end on the galaxy ( g , r , z) photometry. 

We report our results in Table 2 . Again, AstroCLIP demon- 
trates an ability to capture in its galaxy embeddings core physical 
roperties of the input galaxy despite undergoing no task-specific 
raining or fine-tuning. For galaxy images, AstroCLIP outperforms 
ll given baselines, including previous SSL models (Stein et al. 
021b ) and the supervised image (ResNet18) and photometry (MLP) 
odels. For galaxy spectra, AstroCLIP outperforms the supervised 

hotometry baseline on all tasks, and outperforms the supervised 
pectrum baseline on M ∗, but performs worse on Z MW 

and sSFR .
s abo v e, CLIP-alignment between a less informativ e (image) and
ore informative (spectrum) embedding has improved the zero- 

hot performance of AstroCLIP on galaxy images. Ho we ver, unlike 
ith redshift estimation, AstroCLIP’s performance on spectra has 
eteriorated relative to its unaligned spectrum transformer model. 
.4 Neural posterior estimation 

e now perform the same set of redshift estimation/property 
rediction tasks using Neural Posterior Estimation (NPE, e.g. 
ezende & Mohamed 2015 ; Dinh, Sohl-Dickstein & Bengio 2016 ;
apamakarios & Murray 2016 ; Lueckmann et al. 2017 ; Greenberg,
onnenmacher & Macke 2019 ). This enables us to better understand

he information content in the AstroCLIP galaxy embeddings. 
Specifically, let r represent the redshift and property vector for a

iven galaxy. We are interested in estimating the posterior of r given
he AstroCLIP embedding of that galaxy, z . To that end, we train
n ensemble of normalizing flows, q φ , to estimate the conditional
istribution q φ( r | z ) ≈ p ( r | z ) o v er the PROVABGS training set. We
rovide the rele v ant background on normalizing flows in Appendix
 and the details of our implementation in Appendix B . 
Once trained, if q φ represents a good estimate for p ( r | z ), we can

se it to efficiently calculate the posterior of r i given z i for some target
alaxy i . If this distribution is concentrated around the true value,
hen z i is very informative of r i , while if this distribution is relatively
at around the true value, it is less informative. Repeating this process
 v er the held-out test data set therefore provides a strong indication
f the information content in the AstroCLIP galaxy embeddings. 
ypically, this is performed by calculating the ne gativ e log-likelihood 
NLL) o v er the test set as 

LL = 

1 

N 

K ∑ 

i= 1 

log q φ( r i | ] z i ) . (5) 

We present the AstroCLIP and baseline NLLs in Table 3 . Ulti-
ately, these results corroborate the results presented in Section 6.3 .
MNRAS 531, 4990–5011 (2024) 
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M

Table 3. Average normalizing flow estimate of the NLL of the true redshift 
and galaxy property vector, r , given the input embedding z . In particular, 
we train an ensemble of normalizing flows q φ to estimate the conditional 
distribution q φ( r | z ) ≈ p ( r | z ). We then use our normalizing flow to calculate 
the log-likelihood of the true r given the input embedding z . AstroCLIP 
outperforms its dedicated, supervised counterparts on most tasks, despite 
undergoing no task-specific training or fine-tuning. Note that lower numbers 
are better. 

Source Method NLL 

Images AstroCLIP ∗ 0.76 ± 0.00 
Unaligned Transformer ∗ 0.81 ± 0.01 

Stein et al. ( 2021b ) 1.09 ± 0.04 
ResNet18 0.77 ± 0.00 

Spectra AstroCLIP ∗ 0.14 ± 0.03 
Unaligned Transformer ∗ 0.00 ± 0.04 

Conv + Att 0.26 ± 0.00 

Photometry MLP 0.92 ± 0.05 
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pecifically, the AstroCLIP image embeddings once again outper-
orm both image and photometry supervised baselines, as well as the
tein et al. ( 2021b ) SSL model. Interestingly, the AstroCLIP spec-

rum embeddings also outperform the dedicated spectrum baseline. 
In addition to providing a concrete measure of the information

ontent, q φ also enables us to efficiently sample from p ( r | z ). We
resent sample distributions for a randomly chosen galaxy, along
ith the true redshift/properties of that galaxy, in Figs D3 (a) and (b),

espectively. We also verify that q φ is well-calibrated in Appendix E .
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igure 5. Galaxy morphology classification results. We train a simple MLP on th
ZD-5 morphology classification of that galaxy. We report both the class-weighted

lass-weighted accuracy/ F 1 score of the supervised Bayesian classifier (Walmsle
trong performance on all questions, and clearly outperforms a state-of-the-art self-
ig. 4 , cross-alignment of two different modalities has not materially degraded the 
naligned transformer image model (DINOv2) and AstroCLIP model is negligible.
.5 Galaxy morphology classification 

inally, we e v aluate AstroCLIP’s performance on galaxy morphol-
gy classification. As abo v e, we e v aluate the model’s few-shot
erformance by training a four-layer MLP with width w = 128
o regress the Galaxy Zoo DECaLS morphology classification from
he AstroCLIP image embeddings o v er the training set. We report
he performance of our model on the held-out test set, where we
nly include performance on galaxies on which more than 34
olunteers provided classifications; this ensures that each answer
s well-measured, and is convention in the supervised works from

almsley et al. ( 2022b ). 
We report the accuracy and F 1 score for each question o v er the

est set, where we weight the accuracy and F 1 score by the support
or each class; importantly, not every class has binary classifications,
s some classes – like spiral-arm count – have up to six classes.
e include for comparison the few-shot results of our unaligned

alaxy image (DINOv2) model, as well as those of the galaxy
mage model from Stein et al. ( 2021b ). Additionally, we include
he reported accuracy/ F 1 score of the supervised Bayesian classifier
rom Walmsley et al. ( 2022b ). 

We present our results in Fig. 5 . We do not e xpect an y classifier
o be able to achieve perfect accuracy on the given tasks, as the
olunteer labels themselves possess some intrinsic uncertainty about
he underlying galaxy. Therefore, we take the supervised Bayesian
lassifier as the upper bound on the achie v able accuracy for F 1 score
f a data-driven model in this particular classification task. We also
ro vide the ra w, numerical results for the various models in Table E1 .
Ov erall, AstroCLIP achiev es relativ ely strong performance on

ll questions. Raw accuracy score ranges from 97 per cent on
e AstroCLIP galaxy image embeddings to predict the Galaxy Zoo DECaLS 
 accuracy and F 1 score of the various models. We also provide the reported 
y et al. 2022b ) for each question. Overall, AstroCLIP achieves relatively 
supervised model for galaxy images (Stein et al. 2021b ). Additionally, as in 

performance of the more informative modality, as the difference between the 
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isc-edge-on to 56 per cent on bar . Overall, AstroCLIP’ s performance
s at least 90 per cent of that of the supervised model on 6/10 of
he questions (disc-edge-on, spiral-arms, bulge-size, edge-on-bulge, 
piral-winding, and merging). Finally, CLIP-alignment between 
mages and spectra – in this case the less informative modality – has 
ot materially degraded model performance on images; the average 
ccuracy of the unaligned DINOv2 model (78 per cent) is roughly 
n-line with that of AstroCLIP (77 per cent), while AstroCLIP’s 
erformance is even slightly better on the disc-edge-on and bar 
uestions. 

.  C O N C L U S I O N S  

e have presented AstroCLIP, a cross-modal foundation model 
or galaxies. Our results demonstrate the potential for cross-modal 
ontrastive pre-training to achieve high-quality foundation models 
or astronomical data, which can be used for a variety of downstream
asks. These include accurate in-modal and cross-modal semantic 
imilarity search, photometric redshift estimation, galaxy property 
rediction from both images and spectra, and galaxy morphology 
lassification. 

Reinforcing our optimism for this approach, our results demon- 
trate that even if diverse modalities are not all perfectly informative 
bout downstream tasks, the contrastive learning objective is still able 
o preserve modality-specific information that exceeds that contained 
n other modalities. This is e x emplified by the fact that our spectral
mbeddings exhibit an emergent ability to retain most of their redshift
nformation while our image embeddings exhibit an emergent ability 
o retain most of their galaxy morphology information. 

Ultimately, we contend that the model’s high performance on a 
ide variety of downstream tasks and its ability to retain modality- 

pecific information are key properties to allow the community to 
uild higher level models that rely on off-the-shelf astronomical 
mbeddings, just as CLIP language-image embeddings have enabled 
 wide variety of downstream applications in CV. 
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p  
PPENDI X  A :  R E L E VA N T  B  AC K G R  O U N D  

1 Masked modelling 

s stated abo v e, giv en an input with random masked patches,
he objective in masked modelling is to learn to fill in these
andomly masked patches using the remaining unmasked parts
f the input. Formally, let us consider an input x composed of
 set of N patches, { x i } N i= 1 . Then, we randomly mask a subset
f these patches according to a prediction ratio r to produce

ˆ x = { ̂  x i | (1 − m i ) x i + m i e [ MASK ] } N i= 1 , where e [MASK] represents the
alue of the masked patch and m ∈ { 0, 1 } N represents the random
ask. Let g θ be our neural network; then, the projection of each

nmasked patch i is x i = g θ ( x ) i and the projection for each masked
atch i is ˆ x i = g θ ( ̂  x ) i . The objective in masked modelling is then to
inimize the mean-squared error (MSE) loss between the x i and ˆ x i 

or the same i , given as 

 MM 

= 

1 

NK 

K ∑ 

j= 1 

N ∑ 

i= 1 

m i · ( x i − ˆ x i ) 2 , (A1) 

here i iterates o v er all of the patches in a given input x and j iterates
 v er all of the K inputs in the training data set. This forces the model to
earn to infer the masked patches from the unmasked patches, thereby
ncouraging the model to learn robust feature representations of the
nput that capture the structure and content of the input. Then, when
n unmasked input is fed to the model, the learned projection of that
nput should represent a powerful, low-dimensional embedding. 

2 Self-distillation with no labels 

s stated earlier, DINO relies on extracting meaningful embeddings
y exploiting the dynamics between the training interplay of a
teacher’ and ‘student’ neural network. We first introduce knowl-
dge distillation as rele v ant background, and then introduce self-
istillation as a modification of this framework that enables this type
f training in the absence of a fixed, pre-trained teacher network. Fi-
ally, we introduce the masked image modelling extension proposed
y Zhou et al. ( 2021 ), and its culmination in a unified framework in
INOv2 (Oquab et al. 2023 ). 

2.1 Knowledge distillation 

nowledge distillation (Bucilua et al. 2006 ) is a type of training
egime that has historically been used to train a small student network
o mimic the output of a large, pre-trained teacher network. The
ltimate goal of this training scheme is to compress the size of the
eacher network. 

Concretely, let f t represent the teacher neural network, and g s rep-
esent the student neural network; then, the objective in knowledge
istillation is to minimize the cross-entropy between the outputs of
oth networks for the same input x , such that 

 KD = −
K ∑ 

j= 1 

P t ( x j ) log P s ( x j ) . (A2) 

ere, K is the size of the training data set, and P represents a sort of
robability distribution of the output of f or g , which is attained by

http://dx.doi.org/10.3847/1538-3881/ace100
http://dx.doi.org/10.3847/2041-8213/acfa03
http://dx.doi.org/10.1093/mnras/staa1647
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http://arxiv.org/abs/2110.13151
http://arxiv.org/abs/2303.15389
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http://dx.doi.org/10.1093/mnras/stab2093
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sing a softmax function to normalize the output of the network: 

 ( x ) i = 

exp ( f ( x ) i ) ∑ K 

k= 1 exp ( f ( x ) k ) 
. (A3) 

nowledge distillation is a powerful compression technique, but it 
s not applicable to SSL training directly, as it relies on a pre-trained
xed teacher network. 

2.2 Self-distillation 

o enable knowledge distillation in the absence of a pre-trained 
xed teacher network, knowledge DINO (Caron et al. 2021 ), or
elf-distillation, has recently been proposed. Rather than distilling 
nowledge from a pre-trained teacher, self-distillation works by 
nstead distilling knowledge from past iterations of the student 
etwork itself. 
Concretely, the student and teacher networks share the same 

rchitecture f , albeit different weights. The weights of the student 
etwork, θ s , are updated via gradient descent, as is typical of ML
raining. Ho we ver, the weights of the teacher network, θ t , are not
iven access to gradient information. Instead, these are dynamically 
uilt from past iterations of the student network’s weights. This is
one using an e xponential mo ving av erage (EMA) of the student
etwork’s weights (He et al. 2020 ), such that 

t ← − λθt + (1 − λ) θs , (A4) 

here λ is a tunable hyperparameter commonly referred to as the 
moothing or time constant. 

By composing the teacher network as an iterated average of 
he student network’s past weights, the teacher network ef fecti vely 
ndergoes an ensembling technique. This type of model ensembling 
as been well-explored in the literature (Ruppert 1988 ), and has been
hown to lead to better performance and generalization in supervised 
odels. In the context of DINO, it too leads to a teacher network

hat performs better than its student (Caron et al. 2018 ). Therefore,
he teacher netw ork, lik e in vanilla knowledge distillation, is still
ble to guide the student network during training by providing better 
epresentation outputs. 

In practice, DINO adds additional elements to this self-distillation 
cheme. For one, to promote local-to-global correspondence, a set 
f V different ‘views’ are generated for each input, which in the
ase of DINO is an image. V consists of both ‘global’ views, which
onsist of large crops of the image, and ‘local’ views, which consist
f smaller crops of the image. The entire set of V is passed to
he student, while only the global views are passed to the teacher.
he student and teacher must then still generate the same output 

epresentation. 
Additionally, to prevent a trivial collapse between the represen- 

ations learned by the student and teacher networks of the inputs,
INO both centres and sharpens the outputs of the teacher network 

Caron et al. 2021 ). 

2.3 Ima g e-BERT pre-training with Online Tok enizer 

hile not originally introduced in a self-distillation context, MIM 

see Section 2.2 ) has been extended to this regime in recent works
ike iBOT (Zhou et al. 2021 ). Specifically, given some input image
 , a masked view of the input, ˆ x , is fed to the student network,
hile the unmasked view x is fed to the teacher. Thus, for any given
asked patch i , the student network outputs ˆ z i s = P 

i 
s ( ̂  x ), while the

eacher network outputs z i t = P 

i 
s ( x t ). These probabilities are once 
gain computed using a softmax function. Then, equation ( A2 ) can
e easily rewritten as 

 MIM 

= −
K ∑ 

j= 1 

N ∑ 

i= 1 

m i · P 

i 
t ( x j ) log P 

i 
s ( ̂  x j ) . (A5) 

unctionally, iBOT includes in its loss term some additional compli- 
ations. For one, iBOT performs MIM on two augmented views of
 simultaneously. Then, equation ( A5 ) is symmetrized by averaging
nother cross-entropy term between patches of the other augmented 
iew . Additionally , iBOT includes in its loss another self-distillation-
ike term between the global representation of the student and teacher
etwork. The teachers weights are updated as an EMA of the student
eights. 

2.4 Self-DIstillation with NO labels version 2 

INOv2 (Oquab et al. 2023 ) is an extension of the DINO self-
istillation framework that incorporates the MIM objective from 

BOT (Zhou et al. 2021 ) into the DINO objectiv e. F or an y giv en
nput x , DINOv2 computes: 

(1) The L KD loss between the features extracted by the student 
etwork from both global and local crops of x and the teacher network
rom the global crops of x . 

(2) The L MIM 

loss between the randomly masked patches given 
o the student and the corresponding, unmasked patches given to the
eacher. 

For both losses, softmax functions are applied to the outputs of the
etworks, and centring is applied to the teacher outputs to prevent
ollapse. The composite DINOv2 loss is then given by 

 DINOv2 = w 1 · L KD + w 2 · L MIM 

, (A6) 

here w 1 and w 2 are scalars that weight the relative importance of
oth the DINO and MIM losses. 
In practice, DINOv2 also adds a regularization term to the above

omposite loss, called the KoLeo regularizer (Sablayrolles et al. 
018 ). This regularizer encourages a uniform span within each batch,
nd is given by 

 koleo = 

1 

n 

n ∑ 

i= 1 

log min 
j �= i 

‖ x i − x j ‖ 2 , (A7) 

here n represents the total size of the batch. 
Ultimately, the DINOv2 loss has demonstrated superior perfor- 
ance on a variety of downstream tasks including semantic segmen- 

ation, image classification, depth estimation, video processing, etc., 
nd a variety of ablation tests have demonstrated the importance of
uch a composite loss (Oquab et al. 2023 ). 

3 Transformers 

ransformers (Vaswani et al. 2017 ) are a type of neural network
rchitecture that employs an attention mechanism (Bahdanau, Cho & 

engio 2014 ) to attend to and contextualize various parts of its input
equence. 

Here we focus on scaled dot-product attention, a specific imple- 
entation of attention, that requires three inputs – queries, Q , keys,
 , and values, V . Intuitively, Q represents the set of elements that are

eeking information, K represents the elements that are being queried 
gainst, and V represents the information that is retrieved based on
he similarity between Q and K . In this framework, each query in Q is
MNRAS 531, 4990–5011 (2024) 
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ompared against all keys in K to compute a set of attention weights
s 

 = softmax 

(
QK 

T 

√ 

d K 

)
. (A8) 

he output is normalized by the dimensionality of the keys ( d K ) to
rev ent o v erly large dot product values, which could lead to gradient
anishing or exploding problems. Ultimately, these attention scores
ncode how much each value in V should contribute to the output;
ndeed, the final output of the attention mechanism is computed as a
eighted sum of V , where the weight of each value is determined by
 as 

utput = AV = softmax 

(
QK 

T 

√ 

d K 

)
V . (A9) 

hen Q and K are the same sequence, the algorithm abo v e is
eferred to as self-attention, whereas when Q and K are different
equences, the algorithm is called cross-attention. Ultimately, in a
imple regression setting, this mechanism allows the network to,
or a given entry in the query sequence, ‘pay attention’ to the most
ele v ant parts of the rest of the input sequence, calculated in A , and
se the associated values to produce an output. Moreo v er, the atten-
ion mechanism is permutation-invariant and agnostic to sequence
ength. 

In practice, trainable weights are applied to the queries, keys,
nd values before they perform the attention operation. Moreo v er,
ultiple attention heads are concatenated at each step, allowing

he model to simultaneously attend to information from different
epresentation subspaces at different positions. This is known as
ultihead attention, a key feature that enhances the transformer’s

bility to capture a wide array of dependencies in the input data. Each
ttention head can be thought of as an independent feature extractor,
ocusing on different aspects of the input sequence. By concatenating
he outputs of these heads, the model inte grates div erse perspectiv es
nto a comprehensive representation. 

Mathematically, the multihead attention mechanism can be de-
cribed as follows: 

ultiHead ( Q, K, V ) = Concat ( head 1 , head 2 , ..., head h ) W 

O (A10) 

here each head is computed as 

ead i = Attention ( QW 

Q 

i , KW 

K 

i , V W 

V 
i ) (A11) 

here W 

Q 

i , W 

K 

i , and W 

V 
i are the weight matrices for the queries,

eys, and values, respectively, for the i th head. W 

O is the output
eight matrix that combines the heads’ outputs. 
In practice, transformers are typically composed of several layers,

ach containing a multihead attention mechanism followed by a
osition-wise fully connected feed-forward network. This design
llows the transformer to process all parts of the input sequence
n parallel, significantly impro ving efficienc y o v er architectures that
rocess inputs sequentially. Between each layer, normalization and
esidual connections are employed to enhance training stability and
acilitate the flow of gradients during backpropagation. 

4 Normalizing flows 

ormalizing flows are a type of generative model that are commonly
sed in NPE (e.g. Rezende & Mohamed 2015 ; Dinh et al. 2016 ;
apamakarios & Murray 2016 ; Lueckmann et al. 2017 ; Greenberg
t al. 2019 ) to estimate either unconditional or conditional probability
istributions. These are useful as often times the dimensionality and
NRAS 531, 4990–5011 (2024) 
omplexity of the distribution of interest render it impossible to
stimate by sampling techniques alone. 

A normalizing flow iteratively transforms a simple multi v ariate
oise source, often the standard multi v ariate normal distribution x ∼
 ( 0 , I 5 ×5 ), into the complex parameter distribution θ ∼ 	 through a

eries of learned, vector-valued bijectiv e (inv ertible) transformations
 = f 1 ◦f 2 ◦... ◦f n . This set-up allows them to sample the probability
ensity of the data θ by simply sampling the latent variable x , and
hen transforming the variable to θ through as f ( x ). 	 can then be
cored using the multi v ariate substitution rule as 

( θ ) = π ( f −1 ( θ )) 
n ∏ 

l= 1 

∣∣∣∣∣det 

( 

∂f −1 
l ( θ ) 

∂θ

) 

∣∣∣∣∣ , (A12) 

here a simple inductive argument is used on f . Note that the
ijective transformations f must have easy-to-compute Jacobians
et ∂f l ( θ ) 

∂θ
and must be easy to invert for this task to be computationally

ractable. 
In many cases, we are interested in the posterior distribution p ( θ | z ),

here z is some summary statistic of the data. Luckily, the theory of
ormalizing flows is easily generalized to conditional distributions,
s we simply condition the transformations f on z to produce the
omplex, conditionally transformed variable θ = f ( x ). Sampling and
coring is analogous to the argument presented earlier using this
onditioning. 

Typically, f is parametrized using a neural network q φ( θ | z ), where
represents the network parameters. The network parameters are

enerated by minimizing the Kullback–Leibler divergence between
 ( θ , z ) and q φ( θ , z ) p ( z ), which is equi v alent to maximizing the log-
ikelihood o v er the training set as 

∗ = argmax φ
1 

N 

N ∑ 

log q φ( θi | z i ) , (A13) 

here q φ( θ i | z i ) is given by the scoring function mentioned earlier. 

PPENDI X  B:  I MPLEMENTATI ON  DETA ILS  

e provide the implementations details – i.e. the specifics of model
rchitecture, training procedure, hyperparameters, etc. – for the
arious models trained in the previous sections here. 

1 Galaxy image transformer 

1.1 Model details 

hile we experimented with various architecture sizes, we find that
e achieve best performance when using a ViT-L with patch size
 = 12. Given that our multiband images have C = 3 channels, this

esults in flattened vectors of size x p ∈ R 

432 . We project these to a
 = 1024 dimensional embedding using equation ( 3 ). For our ViT,
e use 24 transformer layers, 16 heads in the multi self-attention,

nd MLP hidden layers of width 4 × 1024 = 4096. Additionally, we
se two separate projection heads for both our student and teacher
iT backbones, each of which has 2048 hidden MLP dimensions
nd three layers. This configuration results in a model with roughly
07 million trainable parameters. 

1.2 Training details 

re-training is performed o v er 500 epochs on 16 H100 GPUs using
he Adam optimizer with a batch size of 96 images per GPU, resulting
n a total batch size of 1536. We linearly increase our learning rate
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rom 0 to 0.004 o v er the first 80 epochs of training, after which
e decay the learning rate with a cosine schedule. The momentum 

etween student and teacher, λ, is increased according to a cosine 
chedule from 0.994 to 1.0 during training. We set our weight decay
o a fixed value of 0.001, as we find that increasing our weight decay
uring training leads to underfitting. We weight the loss between 
INO and iBOT losses as one-to-one. Training in this regime takes 

oughly 48 h. 

2 Galaxy spectrum transformer 

2.1 Model implementation 

fter experimenting with various patch sizes, we achieve best results 
hen using a patch size of B = 20 and an o v erlapping se gment of A =
0. We also experimented with various model architectures, and find 
hat we achieve best performance when using a transformer with D =
68 embedding dimensions, six transformer blocks, and six heads in 
ur multihead attention module. This results in a transformer with 
oughly 43.2 million trainable parameters. 

2.2 Training details 

e pre-train our spectrum encoder on the full DESI spectra data set
sing a mask-filling loss. Training is performed on 4 H100 GPUs 
or a total of 500 epochs, resulting in a total training time of roughly
4 h. 

3 AstroCLIP model 

3.1 Model implementation 

n our implementation, we use four cross-attention heads followed by 
wo linear layers with 512 embedding dimensions. We also use layer 
orm and GeLU acti v ation functions. The output of this network
s the final embedding of the galaxy, z ∈ R 

512 , and should reside
n a shared, aligned embedding space after the image and spectrum 

ransformers have been pre-trained and successfully aligned to create 
stroCLIP. 

3.2 Training details 

e train our models on the training split of our paired image-
pectrum data set. We use a queue length of K = 1024 image–
pectrum pairs. During training, we perform basic data augmentation 
ith random vertical and horizontal flips and random rotations on 

he images. We train our models using the AdamW optimizer with 
 base learning rate of 0.0001 with a cosine scheduler and a weight
ecay of 0.01. We train our model for 500 iterations on a single H100
PU, which results in roughly 48 h of training time. Finally, similar

o the findings in Girdhar et al. ( 2023 ), we find better performance
y fixing the value of the temperature parameter τ in equation ( 1 ) as
pposed to letting it free. We also set the logit scale in our loss to a
xed value of 15.5. 

4 ResNet18 image r egr essor 

e use a modified version of the ResNet18 vision model from He
t al. ( 2016 ). This model is part of the Residual Network family,
nown for its ability to train very deep networks through the use
f shortcut connections that skip one or more layers. We modify 
he architecture by changing the first convolutional layer to accept 
hree-channel ( r , g , b ) images, and set the kernel size to seven and the
tride length to two. We also add a final, fully connected layer that
aps the 512-dimensional feature vectors produced by the preceding 

onvolutional and pooling layers to the desired number of output 
imensions. 
We train two versions of the model: one to regress galaxy redshift,

nd one to regress the galaxy property vector θ = log M ∗, log Z MW 

,
 age , log sSFR } . We train both o v er the PROVABGS training set for
00 epochs using the Adam Optimizer and an MSE loss. During
raining, we prevent model overfitting by applying a number of 
andom augmentations, namely random horizontal and vertical flips 
ith p = 0.5 and random Gaussian blurring with kernel size five

nd σ ∼ U (0 , 2). We initialize the learning rate at λ = 5 × 10 −4 . At
ach epoch, we e v aluate the model’s performance on the v alidation
et, and take as our best model the model with the best validation
erformance. We report our results on the held-out test set. We train
he model on a single A100 GPU with a batch size of 512, resulting
n roughly 1 h of training time. 

5 Spectrum property regressor 

e use a modified version of the time-series encoder from Serra,
ascual & Karatzoglou ( 2018 ). This network first applies four con-
olutional layers with [8, 16, 16, 32] kernels with PReLU acti v ation
unctions and dropout. Then, the output of the last convolutional layer 
plits into two halves along its channel dimensions. A dot-product 
ttention is then applied, where one half of the channels serve as the
eys ( K ) and the other half serve as the values ( V ) for the attention
alculation. The attended features are then compressed into a latent 
epresentation through an MLP with [32, 32] hidden dimensions. 

e chose this architecture as it is used as the encoder in a current
tate-of-the-art spectrum autoencoder setting (Melchior et al. 2023 ). 

We train two versions of the model: one to regress galaxy redshift,
nd one to regress the galaxy property vector θ = log M ∗, log Z MW 

,
 age , log sSFR } . We train both o v er the PROVABGS training set
or 100 epochs using the Adam Optimizer and an MSE loss. At
ach epoch, we e v aluate the model’s performance on the v alidation
et, and take as our best model the model with the best validation
erformance. We report our results on the held-out test set. We train
he model on a single A100 GPU with a batch size of 512, resulting
n roughly 10 min of training time. 

6 Normalizing flow model 

or our problem setting, we use a stack of quadratic rational
pline coupling bijections (Durkan et al. 2019 ) as our bijective
ransformations f . Quadratic spline transformations involve the use of 
iecewise quadratic functions to create smooth, continuous mappings 
etween variables. We condition these splines on the embedding z 
ith a fully connected MLP. For each of our 10 random flows, we

andomly choose the number of transformations as U { 3 , 4 , 5 , 6 } and
he random number of MLP hidden dimensions as U [32 , 128]. We
rain each flow using an 80/20 train-validation split on the training
et and prev ent o v erfitting by stopping training when the validation
og-likelihood has not impro v ed for 20 epochs. We report the NLL
 v er the held-out test set as our results. 

PPENDI X  C :  EXTENDED  RESULTS  

e report a variety of additional results below. 
MNRAS 531, 4990–5011 (2024) 



5006 L. Parker et al. 

M

Figure D1. Randomly chosen examples of attention maps from the cross-attention layer of the self-supervised spectrum mask-filling model. These visualizations 
illustrate the model’s focus primarily on emission lines within the spectrum, highlighted by pronounced peaks in the attention matrices at these regions, 
demonstrating the model’s ability to identify and emphasize significant spectral features ef fecti vely. 
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PPENDIX  D :  ATTENTION  MAPS  A N D  

E R F O R M A N C E  O F  SPECTRUM  E N C O D E R  

e look at the attention maps of the cross-attention layer of the
pectrum encoder, described in Appendix B . These plots can help
nterpret what information the model is looking at when building its
epresentation of the spectrum. 

Fig. D1 shows a number of examples of these attention maps. We
ee that the different attention heads have specialized to look for
ifferent features. Head 1 seems to be looking at the two extremes
f the spectrum which would make it sensitive to different spectral
ilts. Head 3 seems to be sensitive to peaks around the 9k Å range.
o we ver, it is important to note that this cross-attention layer comes

fter the six layers of self-attention of the pre-trained model. At
his stage of the network, information about different sections of
he spectrum have likely diffused throughout the entire sequence
nd therefore the attention maps potentially access information from
arts of the spectrum where the attention is zero. 
Additionally, we e v aluate the performance of the mask-filling
odel pre-trained on the spectra in Fig. D2 . In these figures, the

haded region denotes the area where the spectrum was zeroed out
hen passed to the model. The various inserts show close-ups of

he smoothed ground-truth (by taking averages of 20 bins) as well
s the prediction of the model. We see that the model has learned
o reproduce the prominent features of the spectrum. For example,
n both Figs D2 (a) and (b), a number of the masked regions have
allen on absorption and emission lines. We see that the model can
eproduce these features with high precision. 

1 Normalizing flow sample posterior estimation 

e present in Fig. D3 (a) and (b), the sampled posterior from our
NRAS 531, 4990–5011 (2024) 

rained normalizing flow q φ( θ | z ) for a randomly chosen galaxy image 
nd spectrum, respectively, where the flow is conditioned on the
stroCLIP embedding of that image or spectrum. 

PPENDI X  E:  TA R P  EXPECTED  C OV E R AG E  

ESTS  

e ensure that our normalizing flows are well-calibrated using
ests of Accuracy with Random Point (TARP) Expected Co v erage
robability (ECP) tests. These have been shown to be necessary
nd sufficient for exploring the optimality of the posterior estimate
Lemos et al. 2023 ). The TARP method is designed to e v aluate the
ccurac y of generativ e posterior estimators by creating spherical
redible regions centred on a specified random reference point, θ r ,
nd then assessing whether these regions capture the true parameter
alues. 

We e v aluate the TARP ECP o v er the full dimensionality of our
roperty space, and provide the results for the ensemble of models
rained from images/photometry and from spectra in Figs E1 and E2 ,
especti vely; if the ECP follo ws the diagonal line, i.e. it is equal
o the confidence level for every α ∈ [0, 1], then the estimator is
ell calibrated. As shown in the figures, all models are indeed well

alibrated on our held-out test set on most of the property estimation
asks other than log sSFR , on which some of the models are either
lightly o v er or underconfident. 

1 Numerical results on galaxy morphology classification 

e provide the numerical results of few-shot learning from the
stroCLIP galaxy image embeddings on the Galaxy Zoo DECaLS
ZD-5 surv e y detailed in Section 4.2.3 . We only e v aluate galaxy

lasses on galaxies for which more than 50 per cent of the volunteers
hown that galaxy answered that question. 
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Figure D2. Randomly chosen examples of the performance of the self-supervised trained spectrum mask filling transformer. The spectrum transformer is 
broadly able to infer the correct shape of missing regions of the spectrum from the broader spectrum context. 
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Figure D3. Galaxy property posterior estimates for a randomly chosen galaxy image and spectrum using normalizing flows. The posterior is estimated using a 
normalizing flow to map a multivariate Gaussian π = N ( 0 , I 5 ) into the property vector θ ∈ R 

5 using learned bijective quadratic splines conditioned on the latent 
embedding vector z sp . The flow is then sampled by transforming samples from π to θ using the learned bijective transforms. The true value for each galaxy 
property is marked with a line in blue. 
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Figure E1. TARP (Lemos et al. 2023 ) ECP tests on the trained normalizing flow ensembles for each image embedding/supervised method. If the ECP follows 
the diagonal line, i.e. it is equal to the confidence level for every α ∈ [0, 1], then the estimator is well calibrated. Overall, the various methods appear to be 
well-calibrated, other than DINO and (Stein et al. 2021b ) which are slightly biased on log sSFR , and the photometry which is underconfident on log sSFR . 
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Figure E2. TARP (Lemos et al. 2023 ) ECP tests on the trained normalizing flow ensembles for each spectrum embedding/supervised method. If the ECP 
follows the diagonal line, i.e. it is equal to the confidence level for every α ∈ [0, 1], then the estimator is well calibrated. Overall, the various methods appear to 
be well-calibrated, other than CLIP and the spectrum transformer on log s S F Rm on which they are slightly biased. 
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Table E1. Galaxy morphology classification results. We train a simple MLP 
on the AstroCLIP galaxy image embeddings to predict the Galaxy Zoo 
DECaLS GZD-5 morphology classification of that galaxy. We report both 
the class-weighted accuracy and F 1 score of the various models for each 
question. Ov erall, AstroCLIP achiev es relativ ely strong performance on all 
questions, and clearly outperforms a state-of-the-art self-supervised model 
for galaxy images (Stein et al. 2021b ). We highlight in bold the best results 
on each question, excluding the reported ZooBot results. 

Accuracy scores 
Question CLIP DINO Stein ZooBot 

smooth 0.83 0.84 0.78 0.94 
disk-edge-on 0.97 0.97 0.87 0.99 
spiral-arms 0.92 0.95 0.95 0.93 
bar 0.56 0.53 0.53 0.82 
bulge-size 0.79 0.81 0.78 0.84 
how-rounded 0.74 0.79 0.81 0.93 
edge-on-bulge 0.82 0.86 0.83 0.91 
spiral-winding 0.74 0.77 0.79 0.78 
spiral-arm-count 0.44 0.50 0.50 0.77 
merging 0.80 0.81 0.81 0.88 

F 1 Scores 
Question CLIP DINO Stein ZooBot 

smooth 0.83 0.83 0.68 0.94 
disk-edge-on 0.97 0.97 0.81 0.99 
spiral-arms 0.94 0.96 0.95 0.94 
bar 0.54 0.37 0.37 0.81 
bulge-size 0.78 0.81 0.77 0.84 
how-rounded 0.74 0.79 0.81 0.93 
edge-on-bulge 0.81 0.84 0.75 0.90 
spiral-winding 0.68 0.73 0.76 0.79 
spiral-arm-count 0.41 0.47 0.44 0.76 
merging 0.73 0.71 0.71 0.85 
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