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Abstract: High-frequency radars (HFRs) provide remote information on ocean surface velocity in
extended coastal areas at high resolutions in space (O(km)) and time (O(h)). They directly produce
radial velocities (in the radar antenna’s direction) combined to provide total vector velocities in
areas covered by at least two radars. HFRs are a key element in ocean observing systems, with
several important environmental applications. Here, we provide an assessment of the HFR-TirLig
network in the NW Mediterranean Sea, including results from the gap-filling open-boundary modal
analysis (OMA) using in situ velocity data from drifters. While the network consists of three radars,
only two were active during the assessment experiment, so the test also includes an area where the
radial velocities from only one radar system were available. The results, including several metrics,
both Eulerian and Lagrangian, and configurations, show that the network performance is very
satisfactory and compares well with the previous results in the literature in terms of both the radial
and total combined vector velocities where the coverage is adequate, i.e., in the area sampled by
two radars. Regarding the OMA results, not only do they perform equally well in the area sampled
by the two radars but they also provide results in the area covered by one radar only. Even though
obviously deteriorated with respect to the case of adequate coverage, the OMA results can still
provide information regarding the velocity structure and speed as well as virtual trajectories, which
can be of some use in practical applications. A general discussion on the implications of the results
for the potential of remote sensing velocity estimation in terms of HFR network configurations and
complementing gap-filling analysis is provided.

Keywords: HF radars; OMA; drifters; Northern Current; gap-filling

1. Introduction

High-frequency radars (HFRs) are shore-based instruments that remotely sense the
surface ocean currents over extended coastal areas at high resolutions in space and time.
They provide synoptic velocity maps reaching offshore distances of 30–200 km with a spatial
resolution of 0.2–6 km depending on their emitting frequency, with a temporal resolution
typically between 15 min and 1 h [1–3]. In the last few decades, they have become an
essential worldwide component of coastal ocean observing systems [4,5] thanks to their
extensive near real-time spatial coverage that provides an invaluable dynamical framework
to other more localized in situ observation platforms [6,7]. In addition to surface currents,
HFRs also provide derived wave and wind measurements that show significant potential,
although they have not yet been adopted widely for operational monitoring [2,8–10].
HFR data play an essential role in addressing environmental and societal problems and
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applications. These include environment conservation and fishery management through
an understanding of the larvae transport in the surface layer; pollutant mitigation through
the reconstruction of pollutant dispersion and retention, for instance, in the case of oil
spills; coastal management, for instance, through monitoring the impact of port activities
on marine protected areas; maritime security, in support of Search and Rescue (SAR)
operations and vessel navigation; and other emerging applications such as the monitoring
of extreme events, tsunami detection, and ocean energy production [11–16].

The presence of spatial and temporal gaps in radar coverage remains a critical issue
to address when using HFR data, especially for Lagrangian applications and including
trajectory computations. Such gaps are almost unavoidable in long time series with ex-
tensive coverage. They are due to several environmental and technical reasons, such as
interference, reflections, sea state (adverse conditions or insufficient sea surface roughness),
and the occasional malfunctioning of the equipment or communication system [2,17–19].
As a consequence, an effective operational system is expected to provide not only raw and
quality-controlled data but also gap-filled data to be used for practical applications. Various
approaches have been proposed in the literature, including optimal interpolation [20],
artificial neural networks [21,22], self-organizing maps (SOMs) [23,24], the variational
method [25], several methods based on empirical orthogonal functions (EOFs) [15,26,27],
and open-boundary modal analysis (OMA) [12,28,29]. OMA has been widely used because
it is based on a set of modes that only depend on the geometry of the boundaries and,
therefore, can be set up and used directly when installing an HFR system without the need
for a long time series. Even though the comparisons with other methods indicate that OMA
results can be outperformed [24], the simplicity of the setup often makes it the method of
choice in operational systems.

This paper presents an HFR network in the northwestern Mediterranean Sea (NW
Med), whose data are gap-filled using OMA. The system covers an area between the Corsica
Channel and the Ligurian shelf in the coastal region in front of the cities of La Spezia and
Viareggio (Figure 1). It is an important area from an environmental point of view as it
includes many Marine and Coastal Protected Areas. In particular, it is inside the Pelagos
Sanctuary, which is a Specially Protected Area of Mediterranean Importance (SPAMI) for
the protection of marine mammals. The area also includes the Cinque Terre National Park
and MPA, and the Porto Venere Natural Regional Park and MPA.

Figure 1. (a) The study area with the Tyrrhenian and Ligurian basins and the main circulation patterns
(NC, WCC, and TC). Blue colors show EMODnet 2022 bathymetric data (https://emodnet.ec.europa.
eu, accessed on 30 June 2024). The black rectangle shows the area in the right panel; (b) close-up
showing the coverage map of the three radar stations along with their locations and the drifter
trajectories color-coded according to their speed Ud (m/s).

https://emodnet.ec.europa.eu
https://emodnet.ec.europa.eu
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Here, the HFR network performances were estimated by comparing the remote-sensed
velocities from HFRs with the in situ velocities from surface drifter data, similar to what
has been conducted in several previous studies for other HFR systems [30–33]. We used
40 drifters for a period of 3 days launched in the framework of a dedicated experiment
during May 2019 (Figure 1).

The network, called HFR-TirLig, comprises three HFR stations, but, during the time
window of the drifter experiment, only two of the three stations were operational. Conse-
quently, information only from one station was available in part of the domain, so the total
vector velocities could not be directly computed. This provides the opportunity to test the
performance of the OMA gap-filled fields in a rather extreme case, where the vector velocity
was computed based on a single station. Since this situation is not uncommon in practical
applications, the results are relevant and expected to provide new and interesting insights.

2. Materials and Methods
2.1. Area of Interest

The area of interest is in the Northwestern Mediterranean, namely in the Ligurian Sea
(LS), which is connected to the Tyrrhenian Sea by the Corsica Channel (Figure 1a). The
LS is one of the most dynamic areas of the Mediterranean, dominated by the Ligurian or
Northern Current (NC), a large-scale cyclonic circulation, active all year round flowing
westwards along the coast [34,35]. A high mesoscale activity associated with meanders in
the NC, eddy formation, or displacements of its core can be observed especially during the
more energetic and cold season [36,37].

The NC originates north of the Corsica Channel from the merging of two other distinct
currents: the Eastern Corsica Current or Tyrrhenian Current (TC), which flows along the
eastern Corsica shores and through the Corsica Channel, and the Western Corsica Current
(WCC), which flows along the Western Corsica coasts [38]. The variability of the Northern
Current is mainly ascribed to the TC, which shows a marked seasonal cycle with stronger
transport through the Corsica Channel during winter [35,39]. Currents are instead weaker,
and water mass transports through the channel to near-zero values in summer [40].

The LS may be divided into two distinct zones. The western one is characterized by a
northeast–southwest axis orientation of the Ligurian coastline, narrow shelf width, and
deep bathymetric values exceeding 2500 m. The eastern one is shallower (depth for the
Corsica Channel sill of about 450 m) for the presence of a much wider Tuscanian shelf and
with a southeast–northwest axis orientation.

The area of interest lies exactly at the intersection of these two zones in the coastal
region in front of the cities of La Spezia and Viareggio (Figure 1b). Dynamically, the area is
both influenced by the large-scale Northern Current, especially when its core and meanders
are pushed towards the coastline by southwesterly (Sirocco) winds [41], and by typical local
coastal processes like the Arno River discharge, which creates the conditions for coastal
fronts [42,43]. In this area, coastal currents spread in the south along the Tuscanian wide
shelf, usually accelerating as they are squeezed in gradually narrower shelf waters when
moving northward towards the Ligurian zone.

2.2. HFR System

At the time of the drifter experiment analysed here, the HFR-TirLig network was
composed of three stations (Figure 1b), each of them hosting a Codar SeaSonde HFR system
operating at a central frequency of 26.275 MHz and measuring the radial component of the
surface ocean current.

Table 1 lists each HFR system’s exact location and operating parameters during 2019,
the year of the drifter experiment.

VIAR station is located in the port area of Viareggio and is hosted inside a lighthouse.
To mitigate the influence of some conductive elements present in the surroundings (poles
and fences), the HF antenna is placed about 10 m above the ground. Depending on the
direction, the distance from the sea is between 50 and 150 m.
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The TINO station is hosted inside the lighthouse on Tino Island, with the HF antenna
towering above the structure. The elevation is 90 m above the sea level, and the horizontal
distance from the sea is 50–150 m, depending on the direction. Since the radar is located on
an island close to the mainland, sea echo from the first radial bins comes from an angular
range of 270 degrees.

Table 1. Locations and operating parameters for each HFR station.

Site Code VIAR TINO PCOR

Coordinates LAT: 43°51′29′′N
LON: 10°14′14′′E

LAT: 44°1′35′′N
LON: 9°50′57′′E

LAT: 44°8′36′′N
LON: 9°39′34′′E

Central Freq. 26.275 MHz 26.275 MHz 26.275 MHz

Bandwidth 150 kHz 150 kHz 150 kHz

Radial Resolution 1 km 1 km 1 km

Angular Resolution 5° 5° 5°

Sweep Rate 2 Hz 2 Hz 2 Hz

PPS Align 2600 microsec 1300 microsec 100 microsec

PCOR station is located on a little mound protruding into the sea, with an elevation
of around 5 m and a distance from the seawater of around 10 m, in a rural area on the
edge of the urban area of Monterosso al Mare town. The surrounding hills limit the
angular measuring range to about 100 degrees; however, they help shield the radar from
disturbances originating from land.

All the above SeaSonde HFR systems are equipped with a single transmitting and
receiving vertical monopole and two horizontal colocated receiving antennas, resulting in
an extremely compact design. Codar SeaSondes are Direction-Finding-type radars; i.e., they
acquire, for a given radial distance, the backscattered signal coming from all the azimuth
simultaneously, and then they estimate the direction of arrival (DOA) of each contribution
(sea echo from each patch of the ocean along the circle at a given distance from the antenna).

The signal analysis is performed through the proprietary software Codar SeaSonde
Radial Suite, version 7 which implements an optimized version of the general MUltiple
SIgnal Classification (MUSIC) algorithm [44–46]. Each HFR system can only estimate the
radial component uR of the current velocity. All the radial velocities in the present paper
are calculated by the Codar SeaSonde Radial Suite v7. 10R7-Update4 with the following
settings: Raw cross spectra files (CSQ) are 64 range cells by 512 Doppler bins; cross spectra
short time files (CSS) are averaged over 15 min and output every 10 min; radial processing
is enabled with ideal and measured pattern for 75 min average and output every 60 min,
using 5-degree resolution with a range up to 44.730 km.

The response (amplitude and phase) of the radar’s receiving antenna elements as
a function of the angle in the horizontal plane, the so-called receiving antenna pattern,
provides crucial information to the MUSIC algorithm for estimating the DOA of radial ve-
locities. Two options are available for this pattern: using the so-called “ideal” or “measured”
pattern. The “ideal” antenna pattern refers to the theoretical response of the receiving HFR
antennas and is well-known for Codar HFR systems. The real response of the receiving
HFR antennas, once they are placed in the field, can be, however, significantly altered
with respect to the ideal case, and distortions in amplitude and phase could be introduced.
For this reason, the calibration of the receiving antennas, also called (receiving) antenna
pattern measurement (APM), and the use of a “measured” antenna pattern is a standard
procedure generally recommended [5,17]. It is possible that, in some cases, in the presence
of distortions, the measured pattern could worsen the estimates [47,48]. For this reason,
validation exercises are necessary to assess to what degree the use of the measured antenna
pattern provides better results with respect to the case of the ideal pattern.
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All HFR-TirLig radar systems were installed and maintained following as much
as possible the recommendations provided by the literature [5], including the antenna
calibration, and, in the following analysis, results from both ideal and measured patterns
are compared. We point out that the antenna response affects the DOA estimation so that
the angular distribution over the HFR coverage of radial velocities may differ if calculated
with measured pattern with respect to the case of ideal pattern [49]. This will be evident in
Section 3, when the number of radials available for comparison with drifter velocity for
some range cells will differ in the two cases. Once the radial velocities uR are estimated,
total vector velocity U fields are calculated by combining the radial components of two or
more HFR systems over a regular grid in the overlapping measurement area.

All velocities produced by the HFR-TirLig network are processed in near real-time
within the European HFR Node workflow [2]. Radial velocities uR estimated by the net-
work, hereafter referred to as uR

HFR, are quality controlled and integrated into interoperable
datasets according to the European standard QC, metadata, and data model [50]. Further-
more, uR

HFR values are combined to estimate the total velocity U in the areas where the
coverage ranges of at least two radial stations overlap. The total velocity estimates, referred
to hereafter as UHFR, are also quality controlled and integrated into interoperable datasets
according to the European standard QC, metadata, and data model [50]. The combination
process performed by the European HFR Node is based on the open source HFR_Progs
Matlab library (https://github.com/rowg/hfrprogs (accessed on 30 June 2024) [51]) that
applies the unweighted least squares fitting (UWLS) algorithm [52–54]. The resulting total
velocity fields are produced with a grid size of 2 km.

Radial velocity data uR
HFR and total vector velocity UHFR data produced by the HFR-

TirLig network are freely available on the THREDDS Data Server of the European HFR Node
(https://thredds.hfrnode.eu, accessed on 30 June 2024) at the “Tyrrhenian_Ligurian_Sea”
catalogue (https://thredds.hfrnode.eu:8443/thredds/NRTcurrent/HFR-TirLig/HFR-TirLig_
catalog.html, accessed on 30 June 2024) and are distributed via the Copernicus Marine In
Situ TAC (http://www.marineinsitu.eu/, accessed on 30 June 2024), EMODnet Physics
(https://emodnet.ec.europa.eu/, accessed on 30 June 2024), and SeaDataNet (https://www.
seadatanet.org/, accessed on 30 June 2024) data portals.

At the time of the drifter experiment, the PCOR station was under maintenance due
to electronic failure. Thus, the effective coverage of the HFR network was reduced to the
overlapping area between TINO and VIAR stations only, corresponding to the area between
La Spezia and Viareggio.

2.3. OMA Gap Filling

Open-boundary modal analysis (OMA) [29,55] is widely used to fill spatiotemporal
gaps in HFR measurements. The power of the OMA method consists of its ability to
incorporate the flow across open boundaries so that, differently from other modal analysis
techniques [56,57], no a priori knowledge of the normal velocity at open boundaries is
needed. The output of the OMA method is a set of time and data-independent eigenfunc-
tions (modes) that can be used to interpolate velocity fields on arbitrary domains, allowing
fluxes through selected segments of the boundaries. These modes only depend on the
geometry of the boundary and do not change in time. This means that their computa-
tion must not be completed at each time-step, but they can be evaluated once and then
stored for future uses, thus making this technique ideal for real-time applications. The
resulting modes are linearly independent and are grouped as interior and boundary modes.
The interior mode set is composed of incompressible modes (i.e., divergence-free) and
irrotational modes, while the boundary modes are obtained by solving the singular but
consistent Neumann problem. The union of the interior and boundary modes builds a
complete functional basis where the flows can be projected for realizing the gap-filling of
the total velocity field. OMA method considers the kinematic constraints imposed on the
velocity field by the coastline (modes are calculated considering the coastline by setting

https://github.com/rowg/hfrprogs
https://thredds.hfrnode.eu
https://thredds.hfrnode.eu:8443/thredds/NRTcurrent/HFR-TirLig/HFR-TirLig_catalog.html
https://thredds.hfrnode.eu:8443/thredds/NRTcurrent/HFR-TirLig/HFR-TirLig_catalog.html
http://www.marineinsitu.eu/
https://emodnet.ec.europa.eu/
https://www.seadatanet.org/
https://www.seadatanet.org/
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a zero normal flow). Depending on these constraints, they can be limited in representing
localized, small-scale features as well as flow structures near open boundaries [29].

The setup of the OMA framework for the analysis described in this paper was per-
formed in three steps: (i) the construction of the domain, (ii) the evaluation of the modes,
and (iii) the projection of radial velocities measured by the HFR systems onto the OMA
modes to obtain the OMA gap-filled total velocity fields UOMA.

The domain for implementing the OMA method for the HFR-TirLig network was built
based on the complete dataset of HFR total velocity fields UHFR measured by the HFR
systems during 2019. In particular, the domain was selected as the set of the grid cells in
the HFR network coverage where total velocity vectors were present for at least 50% of the
time during the year 2019, as shown in Figure 2.

Figure 2. Selection of the domain for the application of OMA method. The grid cell colors represent
the percent coverage in time of the total velocity vectors measured by the HFR network from
1 January 2019 to 31 December 2019. The open boundary is painted in red, and the closed boundary
is painted in blue.

The entire boundary, composed of the closed boundary (blue line in Figure 2) and the
open boundary (red line in Figure 2), was smoothed to a 500 m linear resolution.

The OMA modes were generated by using the HFR_Progs Matlab open library [51].
Further, 214 interior modes and 104 boundary modes were created.

The gapfilled total velocity fields UOMA were then obtained by fitting the radial
velocity fields uR

HFR measured by the PCOR, TINO, and VIAR antennas on the modes
described above. The fit is performed using the HFR_Progs Matlab open library [51].

We recall that, during the drifter experiment (i.e., May 2019), the PCOR station was
down due to some electronic failure. During this period, the total velocities UHFR provided
by the HFR-TirLig network were computed only in the area between La Spezia and Viareg-
gio that both TINO and VIAR sampled (see an example of daily averages in Figure 3a),
whereas the OMA velocities UOMA were still computed on the total domain (Figure 2), as
shown in Figure 3b. The velocities in the northern part of the domain were based only on
the TINO radials. In the following, we will refer to the complete OMA domain in Figure 2
as F, i.e., the Full domain, while we also define two sub-domains that will be used in the
diagnostics presented in Section 3. The Observation sub-domain (hereafter referred to as O
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and shown in yellow in Figure 4) is defined as the set of the grid cells of the HFR network
coverage where total velocity vectors UHFR were present for at least 40% of the time during
the two months of May and June 2019. The 40% threshold has been chosen as a compromise
between acceptable data coverage and sufficient spatial coverage to include the drifter
tracks. Sensitivity tests with 50% coverage show consistent results but reduced number of
available drifter data. The second sub-domain (shown in red in Figure 4) is the difference
between the Full and Observation domains, hereafter referred to as sub-domain F–O. In
the F–O sub-domain, only radial velocities measured by the TINO station are present; i.e.,
no total vector velocities can be computed directly from radar measurements.

Figure 3. Comparison of the daily-averaged combined total velocity field (a) versus the daily-
averaged OMA gap-filled total velocity field (b) on 3 May 2019. The tracks of the drifters released
during the experiment are superimposed in yellow. The gap in the combined velocity field is due to a
poor geometry along the baseline between TINO and VIAR stations, i.e., high GDOP values filtered
out by the QC procedures. This gap is filled by the OMA technique in the right panel.

Figure 4. Domains used for comparison between HFR velocity fields and drifter velocities. The O
sub-domain is highlighted in yellow, while the F–O sub-domain is highlighted in red. The union of
the two domains, i.e., yellow plus red, is the F domain.
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2.4. Drifter Data

The results of the HFR system were compared with velocities measured by CARTHE
drifters (Consortium for Advanced Research on Transport of Hydrocarbon in the Environ-
ment, [58]). They are mostly biodegradable, low-cost drifters designed to sample the ocean
currents in the upper 60 cm. They have been tested to obtain high-accuracy observations of
horizontal velocity, reducing wave rectification and wind slip velocity (<0.5% with respect
to wind speed [58]).

A total of 40 CARTHE drifters were launched in the area of interest on 2 May 2019
(Figure 1b) in the framework of the IMPACT project (https://www.seanoe.org/data/00
612/72369/, accessed on 30 June 2024). Most of the drifters were launched in the open
sea facing Viareggio and La Spezia on a regular grid (about 6 km side with 1 km step)
in a time window of about 2–3 h, while 5 drifters were released along a line from the
mouth of the La Spezia Gulf to the open sea. Upon launching, all drifters moved in the
general northwestward direction following the boundary current (Figure 1) and stayed in
the coverage domains of the HFR system (cf. Figures 3 and 4) for approximately 3 days.

In the southern part, corresponding to the wide Tuscanian shelf area in front of
Viareggio, velocities are around 0.1–0.15 m/s. More to the north, as the shelf narrows
approaching the Ligurian one, currents accelerate, exceeding 0.3 m/s.

The drifters were equipped with GPS receivers gathering position data every 5 min
with an accuracy of approximately 5–10 m. Drifter positions were processed for remov-
ing outliers and spikes, and velocities along trajectories were computed by central finite
differences of the positions.

2.5. Considerations on Drifters and HFR Data Comparison

Drifters provide accurate in situ information on current velocities covering extensive
areas and are relatively affordable and simple to deploy. They are, therefore, very apt to be
used for comparison with spatially extended, remotely obtained HFR data, and, indeed,
they have been widely used in this capacity in past decades [30–33]. It should be noted that
there are intrinsic differences between the two types of instruments and samplings, so a
complete match between drifter and HFR data cannot be expected.

In the vertical, depending on drogue and design, drifters can sample from the very
first few centimetres to 15–20 m from the surface [59], while the exponentially weighted
vertical averaging of HFR occurs over the entire water column and results (in our case) in
an effective measurement depth of λ

8π , where λ is the transmitted wavelength [60–62]. In
the case discussed here, vertical sampling is roughly compatible between the two types of
instruments [63] given that CARTHE drifters sample the upper 60 cm and the HFR system
has a working frequency of 25 MHz with an effective sampling depth of approximately
50 cm. On the other hand, inherent differences cannot be eliminated in the horizontal.
Drifters sample the environment at their own scale, which is less than 1 m in the case of
CARTHE, while HFRs provide average quantities at scales of a few km resolution [30]; in
our specific case, total vectors are calculated at 2 km horizontal resolution. Considering
the above spatial resolution properties and the respective sampling frequency, 1 h for HF
radar data and (nominally) 5 min for CARTHE drifters, the drifters sample the variability
within the radar cells, including many submesoscale and turbulent processes typically
characterized by high shears. These processes are averaged within the radar cell, so a
satisfactory comparison has to be within the range of expected variability in the horizontal
grid [30]. While a quantitative estimate of such variability is typically not available, results
from the literature provide general guidance suggesting that discrepancies of the order of
5–20 cm/s can be considered acceptable, depending on the radar emitting frequency and on
the energetics of the area under examination [2,14,31–33,47,63–68]. In this framework, it is
useful to consider the ratio of the difference between the two measurements and the actual
in situ velocity measured by the drifters Ud. Ratios in the order of 0.5 typically indicate
satisfactory results within the bounds of expected variability.

https://www.seanoe.org/data/00612/72369/
https://www.seanoe.org/data/00612/72369/
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2.6. Metrics and Strategy of Comparison
2.6.1. Eulerian Comparison

The comparison between HFR and drifter-derived velocities is first performed in
an Eulerian framework, i.e., using several metrics and configurations where HFR and
drifter information are taken at the same times and locations. This is achieved in time by
resampling drifter data on the hourly uniform radar time grid and in space by estimating
radar velocities at the drifter positions using bilinear interpolation of the velocities cor-
responding to the closest cells. For each pair of HFR and drifter data corresponding to
the same time and position, differences ∆ are computed and characterized using standard
metrics. All statistics are computed using both the measured and ideal antenna patterns
for comparison.

The analysis is first performed considering radial velocities uR since they provide
the most direct measurements from the remote radar system. Radial velocities from the
two available HFR stations, uR

HFR, are compared with projected drifter velocities along
the radial directions uR

d . The difference ∆R = uR
HFR − uR

d is computed for all available
pairs, and the statistics are characterized in terms of bias b∆R =< ∆R > and root mean
square (RMS) rms∆R =

√
< (∆R)2 >, where <> stands for the average operator. RMS is

also computed based on drifter velocities only for reference, rmsd =
√
< (uR

d )
2 >, and is

used in the ratio with ∆R, ratiormsR = rms∆R/rmsd to provide a normalized measure with
respect to the environmental variability, as discussed in Section 2.5. Correlation coefficients
at zero lag ρ2

0 are also computed between time series from HFR and drifters.
Total vector velocities U are then analyzed in terms of components (u, v) and speed

U, where U2 = (u2 + v2). While the two velocity components provide a specific vector
assessment, the speed is an effective bulk indicator used in previous studies of veloc-
ity estimates [69]. Statistics are computed as for the case of uR, considering differences
∆U = UHFR − Ud for speed and ∆u = uHFR − ud, ∆v = vHFR − vd for the two components.

For these analyses, different configurations and domains are considered. In the
Observations (O) sub-domain (Figure 4 yellow dots), where both TINO and VIAR stations
provided coverage, HFR-based vector velocities UHFR were first computed using the
standard methodology in Section 2.2, without applying any gap filling. These are the basic
velocity products provided by HFR systems, and their assessment is very relevant for
practical applications, also providing a “benchmark” for the gap-filled OMA results. The
OMA method was then used to compute vector velocities UOMA over the Full (F) domain,
and the results were analyzed separately in the (O) and (F–O) sub-domains. In the (O)
sub-domain, the results from the OMA vectors UOMA can be directly compared with the
UHFR results. In (F–O) (Figure 4 red dots), on the other hand, only UOMA vector velocities
are available. The results in this domain depend on radials from only one HFR system
and on the kinematic filling built by OMA, therefore providing a very stringent test of
the methodology. Finally, we consider results for UOMA over the whole (F) domain to
characterize the general performance of the system during the period of interest. Therefore,
we are considering 4 different configurations for each parameter and metric, as better
detailed in the following.

2.6.2. Lagrangian Comparison

As a second step, a Lagrangian framework is considered by comparing trajectories
from the observed (real) drifters (RDs) with virtual trajectories (VDs) computed from HF
radar velocities, following similar examples by [14,31,70–72]. Lagrangian diagnostics are
especially relevant for practical applications involving the prediction of surface drift and
provide an integrated performance assessment since the error is integrated in time.

The VDs are computed using the gap-filled OMA hourly surface velocity fields using
a fourth-order Runge–Kutta scheme for the integration process. Two configurations are
considered. The first one considers the O domain, where VDs are initialized at the RD’s
deployment location and then tracked until they exit the domain. In the second configura-
tion involving the F–O domain, VDs are initialized at the locations where the RDs enter the
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domain and tracked until they exit. In both cases, the drifter data are interpolated to match
the radar timestamps, and the separation distance, d, between the virtual and observed
drifter locations is computed at hourly intervals. This separation distance serves as a first
indicator of the HF radar network’s performance, with smaller values of d indicating better
performance. A value of d = 0 signifies perfect performance, where the virtual drifter
coincides exactly with the actual drifter’s position.

Following [72–75], we also estimate the Skill Score (SS), based on the Normalized
Cumulative Lagrangian Separation (NCLS) distance between virtual and observed drifter
trajectories, in both O and F–O sub-domains. The normalized SS and NCLS metrics allow
us to compare results obtained in areas characterized by different energetics, and they have
been used to quantify model performances in a wide range of applications in the context of
oil spill management and SAR [76–78]. The NCLS distance, introduced by [73], is defined
as the cumulative sum of the separation distances between virtual and observed trajectories
d, weighted by the cumulative length of the observed trajectory over time, as follows:

NCLS =
∑M

i=1 di

∑M
i=1 loi

,

where di is the separation distance between observed and virtual trajectories at time-step i,
while loi is the length of the observed trajectory at the same time-step, and M is the total
number of time-steps (or forecast horizon). The NCLS can estimate the relative performance
of the HF radar system in different current areas, but it is unconventional compared to
traditional Skill Scores. A lower NCLS value indicates better radar performance, while
a higher value in conventional Skill Scores means better performance. Thus, the use of a
similar Skill Score was also introduced: the SS index

SS =

{
1 − NCLS

n , (NCLS ≤ n) ,
0, (NCLS > n) ,

(1)

where n is a non-dimensional, positive number that defines the threshold of no skill (SS = 0).
In the following, as in several previous applications [75], we choose n = 1.

3. Results for Eulerian Comparisons
3.1. Radial Velocities

The results for the radial velocities uR are summarized in Table 2 and Figure 5 for the
two active stations, TINO and VIAR. In the following, we first review the results obtained
with the measured antenna patterns and then discuss the differences with the ideal pattern.

Table 2. Statistical results for radial velocities (uR) obtained comparing radar uR
HFR- and drifter

uR
d -based velocities for TINO and VIAR stations. Values evaluated for ideal radial velocities are

reported in parentheses.

TINO VIAR

N 2122 (2189) 224 (380)

rmsd [m/s] 0.23 (0.21) 0.10 (0.09)

b∆R [m/s] −0.03 (−0.02) 0.00 (0.00)

rms∆R [m/s] 0.12 (0.15) 0.05 (0.06)

ratiormsR 0.52 (0.63) 0.50 (0.67)

ρ2
0 0.86 (0.77) 0.81 (0.74)
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Figure 5. Comparison between radar and drifter radial velocities for the two stations: VIAR upper
panels; TINO lower panels. Scatterplots (a,c) and locations (b,d) of the compared pairs are shown
for VIAR and TINO, respectively, color-coded according to the absolute difference between radar
and drifter velocities. The coefficients a and b in the insets indicate the slope and intercept of the
scatterplot regression lines.

The VIAR system covers the southern part of the drifter trajectories (Figure 5b) where
the velocities are reduced (Figure 1) and the radial velocities with rmsd = 0.1 m/s charac-
terize the area. The number of hourly HFR and drifter data pairs, N = 224, is relatively low
due to occasional gaps in space and time in the area of the drifters, situated close to the
radar’s maximum range. The RMS difference between the HFR and drifter radial velocity
is rms∆R = 0.05 m/s, which corresponds to a ratio with respect to the drifter estimate,
ratiormsR = 0.5. The bias b∆R is negligible, and the correlation coefficient ρ2

0 = 0.81 (with
confidence intervals CI 95%, (0.76, 0.85)). The statistical results indicate a good agreement
between the drifter and the radial HFR datasets.

The TINO coverage is more extended (Figure 5d), with substantially more data pairs
(N = 2122) and with radial directions more aligned with the trajectories, also including the
more energetic northern part of the domain (rmsd = 0.23 m/s). Consequently, the values of
rmsd and rms∆R are more than double with respect to VIAR. The ratiormsR = 0.52 and the
correlation coefficient is ρ2

0 = 0.86 (0.85, 0.87 CI), however, are similar to VIAR, indicating a
similar positive performance for the two HFR systems, even though a significant bias is
observed for TINO, b∆R = −0.03 m/s. The scatterplots shown in Figure 5a,c emphasize
the different velocity scales recorded by the two antennas and reflect the slightly reduced
performance of TINO, probably due to the high differences in the northernmost part,
close to the HFR system outer range (Figure 5d). Overall, the results are well within the
typical accuracy of HFR systems, as shown by the range of statistical values reported in the
literature for similar comparisons [14,32,33,79].

The ideal pattern values (reported in parentheses in Table 2) are qualitatively similar
but slightly worse, with higher RMS and lower correlations, in line with what is expected.

3.2. Total Vector Velocities

We start presenting the results for the total velocities UHFR estimated by the HFR-
TirLig network where the measurements from the two stations are available, i.e., in the O
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sub-domain, using the standard method discussed in Section 2.2 without gap filling. We
then consider the gap-filled UOMA results in the two sub-domains, O and F–O, and the
total domain F.

3.2.1. UHFR Velocities in the O Sub-Domain

The statistical results, summarized in Table 3 and Figure 6a,b, are based on N = 601
pairs for the measured pattern. We notice that this is more than double the pairs in the
VIAR radial velocity statistics (Table 2) as the greater coverage can also be observed in
Figure 6b with respect to Figure 5b. This is because the total vector velocities are on a
regular 2 km grid, while the radial grid depends on angle and range. In the area covered
by the drifters, close to the maximum radar range, the cells of the radial grid are coarser,
resulting in a smaller number of pairs.

Table 3. Statistical results for total vector velocities U obtained comparing radar UHFR and drifter
Ud-based velocities in terms of speed U and u and v components in the O sub-domain. Results
obtained using ideal radials are reported in parentheses

O Sub-Domain, UHFR

U u v

N 601 (721) 601 (721) 601 (721)

rmsd [m/s] 0.19 (0.19) 0.09 (0.08) 0.17 (0.17)

b∆ [m/s] −0.04 (−0.06) −0.01 (−0.01) −0.05 (−0.08)

rms∆ [m/s] 0.06 (0.07) 0.05 (0.06) 0.06 (0.09)

ratiorms 0.32 (0.37) 0.56 (0.75) 0.35 (0.53)

ρ2
0 0.75 (0.79) 0.69 (0.58) 0.73 (0.67)

Figure 6. Comparison between radar and drifter total vector velocities in terms of scatterplots (left)
and locations (right) of the compared pairs color-coded according to the absolute difference between
radar and drifter velocities. The coefficients a and b in the scatterplot insets indicate the slope and
intercept of the regression lines: (a,b) for UHFR in O sub-domain; (c,d) for UOMA in O sub-domain;
(e,f) for UOMA in F–O sub-domain; (g,h) for UOMA in F domain.

The speed U is relatively low in the O sub-domain, rmsd = 0.19 m/s, even though it is
almost double the radial component velocity due to the angle between the radial and total
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velocities. The RMS difference between radar and drifter speed is rms∆U = 0.06 m/s, lead-
ing to a ratiormsU = 0.32 with respect to the drifter estimate. The bias is b∆U = 0.04 m/s and
the correlation coefficient ρ2

0 = 0.75 (0.71, 0.78 CI). The results indicate a good agreement
between the drifter and the HFR-based speed estimates.

Regarding the velocity components, the latitudinal v measured by the drifters is
double the longitudinal u, while the values of rms∆ are similar, resulting in a lower ra-
tio for v, ratiormsv = 0.35 than for u and ratiormsu = 0.56. The biases are b∆u = 0.01 m/s,
b∆v = 0.05 m/s, and the correlations ρ2

0 0.69 (0.65, 0.73 CI) and 0.73 (0.69, 0.76 CI), respec-
tively. The component comparison is more stringent than for speed, and it is therefore not
surprising that the results slightly worsen with respect to U. Overall, they remain very
positive and compare well with the results in the literature [30,33,80], confirming the good
performance of the radar system.

The results obtained with the ideal patterns (reported in parentheses in Table 3) are
similar to those obtained with the measured patterns but slightly worse for most statistics.

3.2.2. UOMA Velocities in the O Sub-Domain

The results for the gap-filled UOMA velocities in O are shown in Table 4 and Figure 6c,d.
We recall that the O sub-domain is characterized by 40% minimum temporal coverage of
both HFR stations, implying that occasional gaps in time and space occur in the area, as
is common in HFR systems. The OMA procedure fills these gaps, producing continuous
velocity fields in space, UOMA, resulting in a number N = 834 of pairs where the statistics are
performed. This number is significantly higher than the value for UHFR, (N = 601, Table 3)
since the UHFR values are computed only in the grid cells with both radars’ coverage.
Compared to the UHFR statistics (Table 3), the UOMA results are basically equivalent,
even though small differences can be observed, slightly improving the more energetic v
component and speed results while slightly worsening the less energetic u component. As
for UHFR, the results obtained with the ideal patterns (reported in parentheses in Table 4)
are slightly worse than for the measured patterns, especially for the u component.

Table 4. Statistical results for total vector velocities U obtained comparing OMA gap-filled UOMA

and drifter Ud-based velocities in terms of speed U and u and v components in the O sub-domain.
Results obtained using ideal radials are reported in parentheses.

O Sub-Domain, UOMA

U u v

N 834 (834) 834 (834) 834 (834)

rmsd [m/s] 0.19 (0.19) 0.08 (0.08) 0.17 (0.17)

b∆ [m/s] −0.04 (−0.06) 0.01 (0.01) −0.04 (−0.08)

rms∆ [m/s] 0.05 (0.07) 0.05 (0.07) 0.06 (0.09)

ratiorms 0.26 (0.37) 0.63 (0.87) 0.35 (0.53)

ρ2
0 0.78 (0.71) 0.58 (0.42) 0.78 (0.60)

The results indicate that OMA is very efficient in filling occasional gaps, providing
consistent, continuous fields without adding excessive smoothing.

3.2.3. UOMA Velocities in the F–O Sub-Domain

The results for UOMA in F–O are shown in Table 5 and Figure 6e,f. The F–O sub-
domain is more extended than O (Figure 4), and it includes the northern area where the
shelf narrows and the boundary current becomes more energetic, as shown by the drifter
trajectories (Figure 1). Only information from the TINO system is available in this area,
providing a very strict test for the OMA gap-filling.
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Table 5. Statistical results for total vector velocities U obtained comparing OMA gap-filled UOMA

and drifter Ud-based velocities in terms of speed U and u and v components in the F–O sub-domain.
Results obtained using ideal radials are reported in parentheses.

F–O Sub-Domain, UOMA

U u v

N 846 (846) 846 (846) 846 (846)

rmsd [m/s] 0.36 (0.36) 0.29 (0.29) 0.22 (0.22)

b∆ [m/s] −0.15 (−0.15) 0.12 (0.12) −0.12 (−0.12)

rms∆ [m/s] 0.19 (0.20) 0.18 (0.18) 0.18 (0.18)

ratiorms 0.53 (0.56) 0.62 (0.62) 0.82 (0.82)

ρ2
0 0.48 (0.40) 0.26 (0.37) 0.29 (0.36)

The statistics are computed over N = 846 pairs, covering the northernmost part of the
trajectories (Figure 6f). The velocities are higher than in domain O, with approximately
double rmsd (rmsd = 0.36 m/s). The results for speed show an RMS difference with drifters
rms∆U = 0.19 m/s, corresponding to a ratio ratiormsU = 0.53, and a correlation coefficient
ρ2

0 = 0.48 (0.43, 0.53 CI). This suggests an acceptable performance for speed, except for the
high bias, b∆U = 0.15 m/s.

The two velocity components have similar rmsd, slightly more energetic for u (0.29 m/s)
than for v (0.22 m/s), consistently with the trajectory directions. The comparison with the drifter
components worsens with respect to the speed, showing increased ratios, ratiormsu = 0.62 and
ratiormsv = 0.82, respectively, and smaller correlations ρ2

0, (0.26 (0.20, 0.32 CI) and 0.29 (0.23,
0.35 CI), respectively, for u and v).

Overall, the UOMA performance is acceptable for speed but marginal for the com-
ponents. The biases are high, as shown also by the scatterplot in Figure 6e, with UOMA
underestimating the drifter velocities, especially for high values. On the other hand, given
the very reduced information, i.e., only the TINO radials during the whole period of analy-
sis, UOMA appears to still be able to provide some valuable information, at least partially
reconstructing the energetics and the structure of the boundary current (see also Figure 3).

3.2.4. UOMA Velocities in Full F Domain

As a final step, we evaluate the performance of UOMA over the full domain F (Table 6,
Figure 6g,h). The results combine those already discussed for the O and F–O domains, but
it is interesting to provide a quantitative overview that includes the complete coverage of
the HFR network.

Table 6. Statistical results for total vector velocities U obtained comparing OMA gap-filled UOMA

and drifter Ud- based velocities in terms of speed U and u and v components in the F domain. Results
obtained using ideal radials are reported in parentheses.

F Domain, UOMA

U u v

N 1680 (1680) 1680 (1680) 1680 (1680)

rmsd [m/s] 0.29 (0.29) 0.21 (0.21) 0.20 (0.20)

b∆ [m/s] −0.10 (−0.11) 0.06 (0.06) −0.08 (−0.10)

rms∆ [m/s] 0.14 (0.15) 0.14 (0.14) 0.13 (0.14)

ratiorms 0.48 (0.52) 0.67 (0.67) 0.65 (0.70)

ρ2
0 0.59 (0.57) 0.55 (0.54) 0.34 (0.38)
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The area of interest covers the full trajectory extent (Figure 6h), with N = 1680 and
rmsd = 0.29 m/s. The overall performances for speed are characterized by ratiormsU = 0.48
and correlation ρ2

0 = 0.59 (0.56, 0.62 CI), while, for the two components, the ratios reach
0.67 and 0.65 and the correlations 0.55 (0.52, 0.58 CI) and 0.34 (0.30, 0.38 CI) for u and v,
respectively. The biases are high, as shown by the scatterplot in Figure 6g.

Overall, the whole system’s performance confirms that, in the absence of one HFR
station, the use of a gap-filled UOMA can provide information that can at least partially
describe the area of interest.

3.3. Graphical Summaries for the Eulerian Comparisons

In this section, we attempt to concisely summarize all the results of Section 3 using a
graphical representation in the parameter space of the various metrics.

We start by considering the space spanned by the values of the zero-lag correlation
ρ2

0 between the radar and drifter estimates and the values of the RMS statistics of their
difference ∆, including all the variables (radial velocity uR, speed U, and velocity compo-
nents u and v) and all the configurations, i.e., the three domains (O, F, and F–O) for both
the ideal and measured antenna patterns. The results in Figure 7 show the importance
of the different domains. Four different clusters can be identified: a first cluster gathers
all the total velocity results in sub-domain O (red and blue circles), characterized by high
correlation coefficients (ρ2

0 > 0.5) and low rms∆ (rms∆ < 0.1 m/s) for all the variables, with
the only exception of the OMA u component in the ideal configuration. This first cluster
shows that, in sub-domain O, where coverage is provided by two radars, the OMA and
HFR totals are statistically comparable, and the use of the measured or ideal pattern is
mostly statistically indistinguishable. Both the measured and ideal radials uR from VIAR,
(which also sample sub-domain O), belong to the same first cluster, having similar low
rms∆ and high correlation coefficients (note that, in Figure 7, the ideal radial point for
Viareggio is below and hidden by the other points nearby). The radials from TINO instead
(that also sample the F–O sub domain) belong to a second (smaller) cluster with higher
correlation coefficients (ρ2

0 > 0.75) but also higher rms∆ values (rms∆ > 0.1 m/s). A third
cluster gathers all the configurations in the full F domain (purple circles) that are character-
ized by medium values both in terms of rms∆ and ρ2

0, namely 0.1 m/s < rms∆ < 0.15 m/s
and 0.3 < ρ2

0 < 0.6, while the fourth and last cluster includes all the configurations in the
F–O sub-domain (green circles) and is characterized by the worst performance, with high
rms∆ values (rms∆ > 0.15 m/s) and low correlation coefficients (ρ2

0 < 0.5). These last two
clusters indicate that, in the sub-domain where only one radar dataset is available, the
OMA gap-filling approach can provide some insights but is statistically worse, being far
from the first cluster. Statistically, medium results may be obtained when the data are
partially available, as in the full F domain.

A similar clustering based on the domains can be observed when looking at the
parameter space spanned by the bias and RMS metrics of the difference ∆ (Figure 8). The
general trend is for negative biases, except for the u component in most configurations
(note that the u statistics for measured configurations in the F and F–O domains are below
the corresponding ideal ones and not visible in Figure 8 as they have the same values).
This is likely to be due to the fact that the radar estimates are averaged and smoothed
quantities and generally tend to underestimate the size of the velocity with respect to the
drifters. This directly implies that the bias of the speed U is negative, while, for the radial
velocities uR and for the components u and v, the sign depends on the sign of the quantity,
which in turn depends on the prevalent velocity direction. We expect a negative bias for
mostly positive quantities, while the opposite is true for negative quantities. Given the
prevalent northeastward direction of the flow sampled by the drifters (Figure 1), we can
expect that only the u component is mostly negative, explaining the positive biases in
Figure 8. The configurations in the O sub-domain (red and blue circles) are characterized
by small RMS values of ∆, (rms∆ < 0.1 m/s), but also by small biases, (|b∆| < 0.1 m/s).
For the configurations in the full F domain (purple circles), the bias values may exceed



Remote Sens. 2024, 16, 2458 16 of 25

|b∆| = 0.1 m/s, always having medium rms∆ values (0.1 m/s < rms∆ < 0.15 m/s), while,
in the F–O sub-domain (green circles), the bias can exceed |b∆| = 0.15. As for the radial
velocities, the VIAR system has basically no bias and lower rms∆ values than the TINO one.

Figure 7. Statistical results in terms of RMS of the difference ∆ and the zero-lag correlation ρ2
0 for all

variables and configurations. The gray shaded area is for ρ2
0 values smaller than 0.5. The ideal radial

point for VIAR (rms∆R = 0.06 m/s, ρ2
0 = 0.74) is below and hidden by the other points nearby.

Figure 8. Statistical results in terms of bias and RMS of the difference ∆ for all variables and
configurations. The gray shaded area is for rms∆R values larger than 0.125. Some points (u measured
in both F and F–O domains and v measured in the F–O domain) are not visible as they have values
equal to the corresponding ideal configurations.
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The observed clustering in terms of different domains is likely to be due to at least
two factors. First of all, the domain O is sampled by two radars so that all the total velocity
statistics are expected to be significantly better. Also, the O domain is less energetic than
the northern F–O domain, which can influence both the radial and total velocity statistics.
To clarify the effects of the different energetics in the domains, we consider the parameter
space spanned by the normalized RMS of the difference ∆, i.e., the ratiorms, and the zero-lag
correlation ρ2

0 (Figure 9). If we compare Figure 9 to Figure 7, we see that the clustering
is less evident, and there are some interesting similarities and differences. The O total
velocities (red and blue) still show the best performances (except for the u component),
with ratios lower than 0.6 and ρ2

0 > 0.5. This confirms the good performance of both the
HFR and OMA statistics in regions of adequate coverage. Overall, the worst performance
is still found in the F–O domain (green), as in Figure 7, but the difference with the F domain
(purple) is less evident. This is because F–O is the most energetic domain, resulting in
the very high RMS in Figure 7, which is partially reduced by the normalization. As for
the radial velocities, it is interesting to note that the two VIAR and TINO radars now
show comparable results, indicating that their differences are primarily due to the different
energetics of the sampling domain. Similar results are also shown by the parameter space
spanned by the ratiorms and the bias metrics of the difference ∆, as well as by the parameter
space spanned by the bias and the zero-correlation.

Figure 9. Statistical results in terms of the ratio between RMS of the difference ∆ and the zero-lag
correlation ρ2

0 for all variables and configurations. The gray shaded area is for ρ2
0 values smaller

than 0.5.

4. Results for Lagrangian Comparisons

As discussed in Section 2.6.2, drifters were used to validate the HFR OMA total vectors
by comparing VD trajectories with RD trajectories. The comparison aims at assessing the
reliability of the HFR current fields for estimating the Lagrangian transport in both domains
O and F–O and is performed considering first the separation d between the observed
and virtual drifter trajectories and then the normalized Skill Score (SS). In both cases, we
consider the mean values computed over all the available trajectories during a time window
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of 1–24 h, after which the drifter trajectories start leaving the domains. The time horizon is
relevant for oil spill and SAR applications.

The results for the mean separation d(t) are presented together with the mean dis-
placement covered by the drifters (Figure 10a,b) for the O and F–O domains, respectively.
The mean displacement in both domains increases almost linearly and reaches 14 km in the
O domain and 27 km in F–O in 24 h, indicating that the drifters move under more energetic
conditions in the F–O domain, as already discussed in Section 3. The separation d increases
much more slowly in domain O and does not exceed 4 km within 24 h, indicating that the
HF radar-based trajectories remain quite close to the drifter ones. This is a clear indication
that the OMA velocity fields from HF radar perform well in domain O. In the F–O domain,
on the other hand, d increases much faster, also with respect to the displacement, reaching
22 km in 24 h. The radar-based trajectories appear to perform acceptably for the first 5 to
10 h when d does not exceed 5 km and is significantly lower than the displacement, but
the quality significantly decreases thereafter. This is not surprising given that, in the F–O
domain, only one antenna was present.

Further assessment of the Lagrangian radar performance occurs using the more com-
plete Skill Score (SS) metric, which provides a normalized and cumulative measure of the
distance between the virtual trajectories (VDs) and drifters (RDs) (Figure 10c). The mean SS
values are computed at each hour in the considered interval in order to provide a detailed
assessment for different time horizons [75].

The SS values for the O domain show an initial decrease from approximately 0.7
to 0.5 during the first 7 h, followed by an increase reaching approximately 0.65 at 24 h.
The initial decrease is due to the small-scale variability in the coastal area that is not
completely resolved by the radar [75], while the following increase reflects the generally
good agreement between the VDs and RDs. The trajectory visual inspection indicates
that the VDs move in the same direction as the RDs, even though with slightly reduced
velocity, as suggested also by the results in Section 3. Overall, the SS results for O indicate
a very good performance of the OMA fields, also compared to other radar and model
results [75,81–85].

The results for the F–O domain show a significantly reduced performance, as expected,
with decreasing values of SS during the whole time interval, ranging from 0.48 to 0.29
at 24 h. Only during the first 6–7 h do the values remain higher than 0.4, suggesting an
acceptable Lagrangian skill. This is confirmed by the visual inspection of the trajectories
that indicates that the VDs initially tend to move in the same direction as the RDs, while
they significantly separate after a few hours. Given that only information from one antenna
is available in the area, the results are actually encouraging, at least for short time scales.

We highlight that the strong dependence of the SS on the time horizon has been
investigated by [75], suggesting that short forecast times should be preferred, also in terms
of practical applications. In our case, a time horizon of 6 h results in SS = 0.53 for the O
domain and 0.43 for the F–O domain, while a time horizon of 24 h yields SS = 0.63 for the
O domain and SS = 0.29 for the F–O domain.
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Figure 10. Comparison between real RD and virtual VD drifter trajectories in (a) Domain O and
(b) Domain F–O and (c) the Skill Score in both domains. In gray is the mean absolute distance covered
by all the real drifters, and in blue and red the mean separation distance d between drifter- and virtual
radar-based trajectories for Domain O and F–O, respectively.

5. Summary, Concluding Remarks, and Perspectives

The results presented in this paper show that the performances of the HFR-TirLig
network in the NW Med are very satisfactory and compare well with the previous results
in the literature, in terms of both the radial velocities and total vector velocities, where
the coverage is adequate, i.e., in the area sampled by two radars. In this area, the gap-
filled OMA results are equally satisfactory, indicating that the OMA method consistently
produces continuous fields without excessive smoothing, which is a possible downside
of the gap-filling procedures. The good performance of the OMA fields is also shown
by the Lagrangian statistics, characterized by Skill Scores SS = 0.53 at 6 h and 0.63 at
24 h, and an average SS = 0.61 for the first 6 h, indicating that the virtual radar-based
trajectories satisfactorily reproduce the observed drifter trajectories. These values are
indeed comparable to those reported in the literature, namely SS = 0.32 for the Ibiza HFR
network [75], the daily average SS values varying from 0.40 to 0.61 for the Mid-Atlantic HFR
network [83], and the mean SS values of 0.4 to 0.7 for the Taiwan Ocean Radar Observing
System [82].

In the area covered by one radar only, where the total velocities cannot be computed
directly by combining radials, OMA still provides the total velocity estimates. The results
are obviously deteriorated with respect to the case of adequate coverage. However, OMA
can still provide information regarding the velocity structure and speed, which is useful in
several practical applications [69]. Also, in terms of Lagrangian statistics, the results are
markedly poorer with respect to the case of two-antenna coverage, especially at 24 h, where
SS = 0.29. This is not surprising when also considering that Lagrangian metrics are subject
to error cumulation. At the initial times, though, the OMA-based results are characterized
by acceptable values, SS = 0.43 at 6 h and an average SS = 0.45 for the first 6 h, suggesting
that the information can still be of some value in practical applications.

We notice that the present results mostly apply to the boundary current region, pri-
marily sampled by the drifters that are used for the comparison. While this is the most
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energetic region and the most relevant to capturing the transport in the Ligurian Sea, it
should be underlined that further experiments are necessary to complement the present
one to provide a complete assessment of the network, including the interior region.

More generally, the results can be viewed as a first step in the direction of evaluating
the OMA performances in the case of one antenna using a comparison with the in situ
data in the field. We acknowledge that the application of OMA with one antenna is a very
challenging scenario since only one radial component is available, while the rest of the
velocity vector information is missing. Indeed, it is possible that the relatively positive
results obtained in this case are due to the combination of the dynamics, dominated by the
boundary current, and the coverage of the radial component in the direction of the current.
For this reason, we think that it is very important that, in future work, the applicability
of the OMA method is investigated in a broad range of geographical regions and oceanic
environments, including extreme weather or sea conditions, to evaluate its robustness in
practical applications.

In summary, the results for HFR networks where the coverage is adequate are positive
and support the use of the OMA method to produce near real-time gap-filled velocity
products complementing the radially combined products. They are expected to be very
useful in several practical applications, especially concerning transport computations. For
the extreme case of gap-filling with one antenna only, the present results are encouraging,
but substantial further testing is necessary.

Finally, we notice that, in the last few years, the HFR-TirLig network has not only
successfully maintained itself despite the difficulties caused by the COVID-19 pandemic
lockdown but also significantly expanded and consolidated in terms of the increased num-
ber of operational stations and upgraded data transmission and remote-control capabilities.
Two new HFR SeaSonde stations operating at 13.5 MHz have been installed in the area
between La Spezia and Genova, widening and more than doubling the coverage toward
the western Ligurian Sea. Two more phased-array HF radar systems (WERA HF Radar),
operating in the 25 MHz band, will be added soon for the higher-resolution monitoring
of the currents and waves in front of the Port of Genova. Their measurement area will be
partially nested in the larger area already under measurement.

The HFR-TirLig network is part of the Joint European Research Infrastructure of
Coastal Observatories (JERICOs, www.jerico-ri.eu, accessed on 30 June 2024), which is
promoting HFR best practices development and data and metadata model maintenance
and updates. At the national level, the HFR-TirLig network is currently supported by
two projects in the framework of the Next Generation EU funding scheme: ITINERIS and
RAISE. Under the ITINERIS project, the whole physical infrastructure will be expanded
and upgraded, the data processing node will be consolidated, and coordination at the
national level for HFR data management will be pursued. The HFR-TirLig network will
benefit from ITINERIS activities and vice versa under the umbrella of the EuroGOOS HF
Radar Task Team. Under the RAISE project, HFR data will be operationally exploited for
improving the nowcasting and forecasting models of the met-ocean conditions in port
areas, thus improving the safety and efficiency of port operations. For this task, while
classic data assimilation procedures are already underway [86], the next goals for the
HFR-TirLig network will be to introduce machine learning methods for improving the
automatic quality control and gap-filling of surface current data.
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