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ABSTRACT
Comet 67P/Churyumov–Gerasimenko (hereafter 67P) was the primary target of ESA’s Rosetta mission. Hyperspectral images acquired by
the Mapping channel of the Visible and InfraRed Thermal Imaging Spectrometer aboard Rosetta can be used to derive physical and compo-
sitional surface properties by detailed spectrophotometric analyses. This calls for a precise spatial co-registration between measurements and
geometry information. In this work, we improve the wavelength-dependent co-registration and also the spatial consistency of the radiometric
calibration. This is accomplished by applying a feature-based image matching method comparing measured 67P nucleus images from the
entire mission to corresponding photometric simulations. The derived geometric distortions suggest previously unaccounted optical aberra-
tions of the instrument, in conjunction with non-systematic spacecraft pointing and perspective errors, and discrepancies between the true
nucleus shape at data acquisition time and the used digital shape model.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0226387

NOMENCLATURE

DSM digital shape model
FOV field of view
FWHM full width at half maximum
IFOV instantaneous FOV (FOV of a pixel)
ITF instrument transfer function
OSF order sorting filter
PSF point spread function
RFM residual feature mismatch

SC spectral channel
SNR signal-to-noise ratio

I. INTRODUCTION
The primary objectives of the Visible and InfraRed Ther-

mal Imaging Spectrometer (VIRTIS, Coradini et al., 2007) aboard
Rosetta were the derivation of the composition and the surface prop-
erties (particle size, roughness, temperature, etc.) of the nucleus
of comet 67P, the primary target of ESA’s cornerstone mission
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Rosetta (Glassmeier et al., 2007). One of the two channels of the
VIRTIS experiment, the Mapper (VIRTIS-M), had the task of pro-
ducing hyperspectral images of the nucleus surface. In this paper,
we provide a refinement of the VIRTIS-M data calibration and
preprocessing for future refined derivations of surface properties
through detailed spectrophotometric modeling.

The link between surface properties and radiance spectra can be
provided by radiative transfer models like those of Hapke (Hapke,
2012) or Shkuratov (Shkuratov et al., 2011) that can be used to
distinguish between textural and compositional causes of spectral
variability. For a reliable modeling of surface spectra, accurate infor-
mation on illumination and observation geometry are required and,
therefore, an exact geometric match of measured VIRTIS-M images
and simulated ones. For 67P, this is particularly challenging because
the nucleus is bilobate and irregularly shaped and shows a complex
surface morphology. Even for the relatively small 67P nucleus
(4.1 × 3.3 × 1.8 km3 for the large lobe; 2.6 × 2.3 × 1.8 km3 for
the small one, Sierks et al., 2015), one needs millions of triangu-
lar facets to accurately represent the entire surface through a digital
shape model (DSM) like the one by Preusker et al. (2017). Moreover,
the lines in the VIRTIS-M images are collected at different times
while scanning the scene by an internal mirror. A line is typically
acquired every 20 s; hence, one has to take into account geometric
changes of the scene due to both Rosetta’s movement and the comet
rotation.

Even without employing any simulations, pixel-level changes
with wavelength of the geometric alignment of topographic fea-
tures can be verified by comparing images of a given VIRTIS-M
measurement at different wavelengths. Detailed comparisons
between the measured images and standard pipeline geometry sim-
ulations reveal wavelength-dependent locally varying spatial mis-
matches of up to a few pixels. This is significant considering the
moderate spatial resolution of VIRTIS-M images (IFOV = 0.25
× 0.25 mrad2, i.e., 25 m surface sampling from distances of typically
100 km, with images of 256 pixels in one of the spatial dimensions,
Coradini et al., 2007), and the rugged topography of the comet’s
nucleus that leads to a dense and ever-changing distribution of
light–shadow boundaries on the surface. As we will see (Sec. III),
these geometric mismatches can be traced back to geometric dis-
tortions induced by the instrument’s hardware setup and to an
insufficient knowledge of shape and alignment of the comet nucleus
and the instrument’s line of sight.

It is challenging to precisely calibrate this complex instru-
ment (Filacchione, 2006; Ammannito et al., 2006; Filacchione et al.,
2006; and Raponi et al., 2020) and, in addition, mechanical and
thermal stresses during the launch, cruise, and flyby phases of the
mission could have affected the geometric registration and the radio-
metric calibration derived on ground, which may not any more
accurately represent the state of the instrument during the mea-
surements. In the present work, we improve the geometric match,
obtaining at the same time wavelength-dependent correction factors
that improve the spatial consistency of the radiometric calibration
(flat-field refinement).

VIRTIS-M covered a wide spectral range from the UV to the
near-infrared (VIS channel: 0.22–1.05 μm, IR channel: 0.95–5.1 μm,
Coradini et al., 2007). At each exposure, a frame (spectrally resolved
spatial line) of 432 spectral channels (or spectral bands or effective
wavelengths, abbreviated as SCs) times 256 spatial pixels (“samples”)

was recorded by the VIS or IR detector, respectively. Data cubes were
constructed by scanning the scene with a movable mirror at steps
of 1 IFOV (one- vs two-dimensional IFOV is used synonymously
in the following). We note that the only instantaneous information
(order of seconds) in a cube is for the single acquisitions, while a full
cube was typically acquired over tens of minutes. There were 257
possible mirror angles (from −32 to 32 mrad), but for most cubes,
only part of this range was used. The full range of mirror angles cor-
responds to the range of “scanning mirror positions” from −128 to
128. The scanning of a cube could start in a forward or backward
direction, and at any given scanning mirror position, which then
corresponded to line 1 of this cube. Data acquired without moving
the mirror resulted in pushbroom cubes. A cube can also be regarded
as a collection of (non-instantaneous) “images” at different SCs, and
the spectrum associated with a given pixel can consist of a collection
of “spectels” defined at single given SCs. The IR channel detector was
equipped with several spectral order sorting filters (OSFs) necessary
to suppress the contributions from high orders of the grating. The
spectral transitions between these filters were located at about SCs
43–64, 149–169, 204–217, 284–297, 351–363 (counting from SC 1),
which corresponds to 1.40–1.59, 2.40–2.59, 2.92–3.04, 3.67–3.79,
4.30–4.42 μm; in the VIS there is a transition at SCs 221–223 cor-
responding to 0.646–0.649 μm. These OSF transitions introduced
different kinds of artifacts in the affected spectral ranges, some of
which will be discussed below. A cryocooler failure of the IR channel
of VIRTIS-M in early May 2015 prevented the subsequent acquisi-
tion of useable IR cubes such that significantly more VIS than IR
cubes are available and, for instance, no IR cubes are available at the
comet’s perihelion (1.24 au, 13 August 2015). We note that IR obser-
vations have been performed until the end of the mission by the
spectrally high-resolution channel of the instrument (VIRTIS-H),
even if without imaging capabilities.

Filacchione (2006) reported the processing of measurements
performed to derive the VIRTIS-M detector responsivity and the
geometric registration. This includes measurements of location as
well as the shape and width of the spatial point-spread-function
(PSF) for a representative selection of spectels at different wave-
lengths (Ammannito et al., 2006; Filacchione et al., 2006). Using
these data, for instance, a spectral tilt in the VIS channel has been
characterized. It was caused by a slight rotation of the VIS grat-
ing grooves with respect to the IR grating grooves (both gratings
were integrated on the same convex optical element) and is already
corrected in the standard calibration pipeline. Moreover, there is a
general, constant offset of 4.11 samples between VIS and IR cubes
caused by slightly different alignments of the VIS and IR detectors.
We note that the PSF of the IR channel is wider than that of the
VIS channel by construction because of the much faster aperture
of the optics (f-number for IR: 3.2, VIS: 5.6, Coradini et al., 2007)
and the obstructed pupil. A number of in-flight calibration refine-
ments (Filacchione, 2006; Raponi et al., 2020) improved certain
aspects of the calibration, some of which in addition changed over
the course of the mission. For example, in the IR, a crack appeared
affecting about half the spatial width of one of the OSFs stacked
above the detector in a narrow range of SCs corresponding to the
spectral range around 2.8 μm (Filacchione, 2006, Fig. 5.10). It devel-
oped early in the mission, possibly caused by vibrations during
launch or thermal stresses during the detector cooldown process.
Now, with the mission completed and a wealth of data available,
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Raponi et al. (2020) systematically analyzed the IR absolute radio-
metric calibration in dependence on wavelength and were able to
significantly improve it based on comparisons to VIRTIS-M obser-
vations of asteroid Lutetia and stars. Kappel et al. (2024) derived
and applied a correction of the VIRTIS-M-VIS detector respon-
sivity such that the corrected radiance spectra are not dependent
on the VIS detector temperature anymore. We take the mea-
sured radiance cubes in this calibration state as the starting point
(“base pipeline calibrated cubes”).

In the present work, we further refine some aspects of the
instrument’s calibration and preprocessing. Section II details our
approach to improve the geometric registration and the flat-field.
In Sec. III, the results are discussed and conclusions drawn before
giving a summary in Sec. IV. For better readability, some details are
outsourced to the Appendix (see supplementary material).

II. GEOMETRIC DISTORTION CORRECTION
This section presents our new geometric distortion correction

pipeline. First, we apply a preprocessing to the base pipeline cali-
brated measured radiance cubes. This includes the identification of
systematic defects of the spectels on the detector (unreliable respon-
sivity, inert spectels) and spikes, and the replacement of the affected
radiances by a suitable average of the neighboring values. We then
remove wavelet compression artifacts for a number of cubes that
were stored in a wavelet-compressed format for the downlink to
Earth. Next, we set the radiances in and near the saturation regime
of the detector to NaN (Not-a-Number, treated as missing data).
Finally, a number of cubes are separated into subcubes at the lines
where the scanning mirror started a new cycle or reversed the
scanning direction, or where the scanning direction is reversed in
pushbroom cubes. Details are given in Appendix A (supplementary
material).

The resulting (sub-) cubes are then compared at each given
SC to VIRTIS-M images simulated according to Sec. II A to obtain
an estimate of the wavelength-dependent local spatial translations
needed to match the individual measured and simulated images
(Sec. II B). Next, we estimate the average optical distortion field over
the cubes (Sec. II C) as well as wavelength-dependent correction fac-
tors to improve the flat-field and, therefore, the spatial consistency
of the radiometric calibration (Sec. II D). After that, the flat-field
refinement and the correction of the average optical distortion are
applied to the measured cubes before geometrically matching them
in a second pass to the simulated images (Sec. II E). Finally, we
investigate potential deviations between the true time tags of the
VIRTIS-M acquisitions and the time tags stored in the housekeep-
ing data (Sec. II F). An overview of the different steps performed in
this work is given in Fig. 1.

We note that the derivation of the flat-field refinement can be
performed only after correcting the geometric distortions because it
relies on comparisons to simulated images, which requires a good
geometric match. Once derived, however, the flat-field refinement
has to be applied before performing the final geometric correction.
The reason is that the registration by the detector is the last step
in the process of measuring the radiation (after it is collected by
the telescope and processed by the optics and grating) and must,
therefore, be corrected first when reconstructing the radiation as it

FIG. 1. Flow chart representing an overview of the different steps performed in this
work. References to the respective sections are included in parentheses. Abbre-
viations for this chart: FFC = Flat-field correction; Wavelet art. rem. = Wavelet
artifact removal; SATBO = Saturation blanking out; AVG = Average; AVGC = Aver-
age distortion correction. Background colors: red = initial datasets (here starts the
flow chart) and final datasets (computed after final iteration); orange = interme-
diate datasets; blue = data needed for calibration; gray = applied steps; green
= start of the next iteration using AVG shifts and FFC factors from previous
iteration. (II 0) indicates the part of Sec. II before Sec. II A. (I) and (II 0) are
improvements to the base pipeline calibration; the other steps are new.

was collected by the instrument, starting from the registered data
available to us.

A. Geometric modeling
An accurate spectrophotometric analysis of the VIRTIS-M

measurements of the 67P nucleus surface calls for precise geome-
try information, in particular for solar incidence angles, observation
(or emission) angles, and phase angles at the intersections of the
respective viewing rays from the instrument pixels with the nucleus
surface, in addition to the shadowing conditions occurring on the
observed location.

We compute these data using the SPICE toolkit (Acton, 1996;
Acton et al., 2018), version N66, and the necessary navigational
databases (SPICE kernels) for the Rosetta mission, meta-kernel
v3.5.0 (ESA, 2022), as well as an accurate high-resolution digital
shape model (DSM) (Preusker et al., 2017). We note that, in contrast
to the SPICE kernels for 67P orbit and attitude and spacecraft orbit,
there are no fully reconstructed spacecraft attitude SPICE kernels
(CK) for Rosetta but only the predicted ones that were commanded
to the spacecraft and turned out to be sufficiently accurate to meet
the requirements for VIRTIS-M (deviations corresponding to a few
pixels). The DSM approximates the nucleus’ geometrical shape by a
polyhedron built of many triangles, called facets. Incidence, obser-
vation, and phase angle are defined with respect to the local surface
normal to the sounded facet, and a viewing ray footprint is flagged as
shadowed if the ray from there to the Sun (treated as a point source)
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intersects the DSM again. The cited DSM consists of 44 × 106 facets
with a horizontal sampling of 1–1.5 m and a typical vertical accuracy
at the decimeter scale. We utilize this DSM for the geometric mod-
eling required for the investigation and correction of the geometric
distortion of the VIRTIS-M cubes.

While the physical modeling is meant to use, e.g., the Hapke
(Hapke, 2012) or Shkuratov (Shkuratov et al., 2011) photometric
models with physical and compositional properties that are always
constant on a given DSM facet but can differ between the facets,
the following purely geometric analysis takes the facets to all have
the same properties and bases on the parameterless Akimov disk
function (Shkuratov et al., 2011). The latter only depends on inci-
dence, observation, and phase angle and is constructed to describe
the topography-dependent photometric behavior of an utterly rough
surface. It is computationally quite inexpensive, yet it can well
describe the photometry of atmosphereless small bodies (Schröder
et al., 2013; Longobardo et al., 2014; and 2017) and icy satellite sur-
faces (Filacchione et al., 2022) and is actually one of the cornerstones
of the Shkuratov model (Shkuratov et al., 2011).

We intend to capture the effect of shape model variations inside
the single pixels’ footprints and to enable a flexible investigation of
the spatial VIRTIS-M instrumental point spread function (PSF). For
this purpose, we sample each pixel’s nominal field-of-view (IFOV)
plus a certain neighborhood by a dense grid of viewing rays. We
want to allow for the investigation of a full width at half maximum
(FWHM) of the PSF of up to 3 IFOVs (taking into account a certain
neighborhood reaching beyond the nominal FWHM) and potential
shifts of the real PSF center relative to the nominal center by a couple
of IFOVs. Therefore, we sample for each pixel a 2D-viewing angle
neighborhood corresponding to 9 × 9 times its nominal IFOV with
a density of 7 × 7 viewing rays per IFOV, i.e., we consider 3969 view-
ing rays per pixel, including its neighborhood. We note that for all
pixels of a fixed VIRTIS-M-VIS line, the viewing rays are all cast at
the same ephemeris time (center of exposure); hence, the consider-
able overlap of viewing rays between adjacent pixels of this line can
be exploited to save computational resources. The same applies to
VIRTIS-M-IR, but the center exposure times can differ from the VIS
ones by a few seconds due to different exposure durations, necessi-
tating the computation of separate geometry data for VIS and IR.
We also note that the ephemeris times between adjacent VIRTIS-M
lines typically differ by 20 s, during which the relative position (and
attitude) of spacecraft, Sun, and 67P can change noticeably. This is
why we have to compute the geometric data separately for each line.

A proxy for the relative spatial variation of the surface signal
is obtained by applying the Akimov disk function for each view-
ing ray with an illuminated footprint. The result is convolved with
a simple model for the PSF, a Gaussian peaking at the nominal pixel
center and with a given FWHM chosen to well describe the mea-
sured images, hence not necessarily coincident with the true FWHM
of a pixel. Its value also includes, among others, the defocusing
due to the presence of spherical optical elements. For illustration,
in Fig. 2(c), for each pixel only the nominal pixel center geome-
try is considered, resulting in noise due to DSM undersampling.
Figure 2(d) shows a simulation using a PSF with an FWHM of 1
IFOV, which clearly yields a too sharp image when compared to the
measurement [Fig. 2(a)]. The FWHM has changed between the time

FIG. 2. Different stages of geometric preprocessing for VIRTIS-M-IR cube
I1_00383489908. Spatial images are represented on a relative scale (black = low
value or NaN, white = high value), vertically covering all 150 lines of this cube
but horizontally clipped to the relevant spatial section. Cube acquired on February
25th, 2015, at 2.23 au heliocentric distance and 80.8 km from nucleus center. (a)
Despiked, saturation-blanked-out, and flat-field-refined measured image at SC 1
(1 μm). (b) The same at SC 432 (5 μm), illustrating missing data due to detector
saturation. In the following, all images refer to SC 1 (1 μm). (c) Simulated image
(pixel center viewing ray only, resulting in noise due to DSM undersampling). (d)
Simulated image considering PSF at FWHM of 1 IFOV. (e) Distortion-corrected
measured image. (f) Simulated image at reference FWHM of 2.5 IFOV. (g) Ratio
of geometrically uncorrected image a and simulated image f showing −/+15%
deviations from a mean as black/white. (h) Ratio of distortion-corrected image e
and simulated image (f) with the same color representation as Panel (g). (i) Edges
representation (Sobel filter) of simulated image (f) (blue) and geometrically uncor-
rected image (a) (red). (j) Edges representation of simulated image (f) (blue) and
distortion-corrected image (e) (red). White and black crosses in Panel (e) at sam-
ple/line 121/67 and 116/106, respectively, indicate footprints of spectra displayed
in Fig. 8, and white horizontal lines indicate line 21, see Fig. 7.
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of ground calibration (mean over all calibration measurements for
VIS: 1.3 IFOV, IR: 2.2 IFOV, Filacchione, 2006, Table 4.8) and the
time of 67P observations, since the measured 67P images are visually
more blurry compared to the simulations using the FWHM derived
during ground calibration. Therefore, we searched for the optimal
FWHM value for the 67P observations by maximizing the corre-
lation between simulated and measured images at fixed SC, for all
SCs and all cubes where at least a certain number of pixels have
footprints on illuminated parts of the nucleus surface. This way, we
found the overall best match for a PSF with an FWHM of 2.0 IFOV
in case of the VIS channel and 2.5 IFOV in case of the IR channel
[e.g., Fig. 2(f)]. In the following, we will use only these values, which
will turn out to be suitable for our geometric matching and enable
simulations that well fit the final geometrically corrected measured
images. The reasons for the FWHM change could be related to phys-
ical or alignment changes of optical parts during the launch or cruise
phase of the mission.

Even though the overall appearance of the resulting synthetic
VIRTIS-M images is visually similar to that of the measurements
[Fig. 2(f) vs Fig. 2(a)], significant deviations of the geometric
alignment at the pixel level show up. This can be highlighted by
processing both the simulated and measured images with an edge-
enhancing algorithm like the Sobel filter [Fig. 2(i), red and blue
for measured and simulated image, respectively]. A more detailed
analysis covering many VIRTIS-M cubes reveals, as we will see
(Sec. II C), a spatially non-linear deviation that also varies with SC.
Figure 2(j) illustrates the much better alignment achieved with the
geometrically corrected measured image (result of Sec. II E). As a
consequence of the geometric misalignment, the ratio [Fig. 2(g)]
of the geometrically uncorrected image Fig. 2(a) and the simu-
lated image f shows irregularities associated with the pattern of the
light-shadow boundaries in the image. These irregularities virtually
disappear [Fig. 2(h)] after our final correction in Sec. II E. The spatial
variations in this ratio now appear physically more meaningful.

In Appendix B (supplementary material), we investigate errors
of the geometric modeling.

B. Feature-based image matching
In order to obtain a first-order correction of the geometric

misalignments, we apply the feature-based local image matching
algorithm GeFolki (Plyer et al., 2015; Brigot et al., 2016). Given two
images I1 and I2 of the same dimensions and showing approximately
the same scene, this algorithm determines for each pixel x (vector of
integer sample and line coordinate) a shift vector u(x), such that
the accordingly shifted second image I2(x + u(x)) geometrically
matches the first one (co-registration). The fractional values in sam-
ple and in line direction forming u(x) are determined by minimizing
a cost function given by ∑x′∈S(x) (I1(x′) − I2(x′ + u(x)))2, where
S(x) is a local window of size (2r + 1) × (2r + 1) pixels around x,
and r is a small integer. In order to also recognize larger displace-
ments exceeding a few pixels, the images are at first down-sampled
to a coarser resolution such that the largest expected displacement is
just a few coarse pixels, and the corresponding cost function is min-
imized. The resulting coarse shift vector field is gradually refined by
iterating the process for ever finer resolved images up to the actual
resolution.

The application of GeFolki here yields for each measured pixel
a shift vector (fractional values in sample and in line direction) that
leads to an improved geometric match between the simulated image
[Fig. 2(f)] and the measured one at a given SC [Fig. 2(a)], which is
then shifted to obtain Fig. 2(e). This is repeated for the measured
images at each SC. To improve numerical stability, radiances below
a certain threshold (5% of the maximum of the smoothed image)
are set to zero before applying GeFolki. In doing this, we keep a
safety margin by excluding pixels from zeroing that are in a four-
pixel surrounding of illuminated nucleus parts. The resulting shift
vector fields are despiked and slightly smoothed, under the assump-
tion that the true shift vector fields are not rapidly varying over the
image.

Due to the feature-rich character of the 67P topography and the
high quality and resolution of the shape model, this shift vector field
is often quite well defined, and many cubes can be satisfactorily cor-
rected this way. However, a local image matching algorithm always
balances coarse feature resolution (with possibly suboptimal spatial
matching) vs fine feature resolution (with possibly false matches).
In addition, the presence of artifacts and noise, or too blurry scenes
with few reference points often lead to imperfect matches. In addi-
tion, the matching stability with SC is then not always ensured,
resulting in discontinuities or oscillations when visually compar-
ing the shifted measured images cycling through the SCs or when
SC-wise comparing them to the shifted measured image at a fixed
SC or to the simulation. In addition, the method is not applica-
ble to shadowed or off-nucleus pixels (e.g., coma observations),
because in those cases we have no spatial reference from illuminated
on-nucleus simulations.

This requires a refinement of the geometric matching strat-
egy, which we detail in Appendix C (supplementary material), and
that yields a much increased stability of the geometric matching
and considerably extends the set of cubes that can be satisfacto-
rily geometrically corrected. We also implement a regularization
as part of a second pass distortion analysis (see Sec. II E), where
we take into account the average geometric distortions and a cor-
rected radiometric flat-field calibration derived from the first-pass
results.

For each measured radiance cube, we finally obtain a cube of
shifts in sample direction and a cube of shifts in line direction.
Using these data, the unsmoothed, unnormalized, but despiked and
otherwise preprocessed (see Appendix A, supplementary material)
cubes are finally shifted (i.e., interpolated) to geometrically match
the simulated image at each SC.

For images containing NaN values due to the presence of detec-
tor saturations, we perform the image matching for the preprocessed
cubes without blanking out of saturated data, i.e., pixels affected
by saturation keep their (unrealistic) nominally measured radiance
value that results from the detector saturation DN level. This is
because GeFolki cannot evaluate images with NaNs, and simply set-
ting the intensities of the affected pixels to, e.g., zero would introduce
abrupt spatial discontinuities (from high intensities close to satura-
tion down to zero), leading to artifacts in the matching. Keeping the
saturated values during image matching preserves the spatial con-
tinuity of the images in the spatial transition between saturated and
not saturated data and, therefore, helps to avoid such artifacts. In the
saturated regions themselves, the image matching yields zero shifts.
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After computing the geometric corrections this way, we apply them
to the images where the saturated pixels are blanked out.

We note that instead of modifying the measured data by inter-
polation, we could have rather shifted the simulations. However,
for a given cube, this would call for SC dependent simulations.
This would lead to a prohibitive amount of required storage space
and processing time for the geometric modeling in the future
retrieval of surface properties from the VIRTIS-M measurements.
In addition, this way, it would be difficult to evaluate or even
define individual spectra in cases of strong effects of the geometric
distortions.

In order to minimize the loss of spatial information caused by
the interpolation, we use cubic interpolation (interpolation para-
meter −0.5). In the vicinity of NaN-pixels, bilinear interpolation
is used, though, to avoid an unnecessary spreading of the NaN-
contaminated region in the image (cubic interpolation depends on a
4 × 4 pixel neighborhood, bilinear on a 2 × 2 neighborhood). Fur-
thermore, in the bilinear interpolation domain, pixels next to an
NaN-pixel are set to the average of the valid pixels of its 3 × 3 neigh-
borhood. This way, the NaN region typically neither shrinks nor
expands due to the interpolation. Pixels outside the original image
are treated as NaN such that when they are shifted inside the image,
the measured data are not extrapolated.

We note that the constant 4.11-sample-shift between VIS and
IR cubes mentioned in Sec. I is only important when stacking corre-
sponding VIS and IR cubes to obtain full-range spectra and will be
discussed in Sec. II E. To be able to apply GeFolki, we only consider
cubes with at least five spatial lines.

C. Average distortions
The sample and line shifts determined in Sec. II B are of the

order of up to 4 pixels and depend on SC, sample, and scanning mir-
ror position. In order to separate systematic from random effects, we
average the shifts over many cubes as functions of SC, sample, and
scanning mirror position, independently for VIS and IR cubes. For
this averaging, we exclude cubes with little spatial information over
the VIRTIS-M FOV (cubes with <20 lines, <25% of the pixels show
illuminated nucleus parts), and pushbroom cubes (spatial scanning
through variations of spacecraft position or pointing or time evo-
lution, not by scanning mirror movements) where the geometric
mismatches are possibly dominated by spacecraft position or point-
ing effects. We also ignore the few cubes acquired close to opposition
geometry (phase angle anywhere <10○), since for them the Akimov
disk function may not be a good global approximation of the spatial
radiance distribution anymore. We note that in the thermal flank
of the IR cubes, the Akimov disk function does not well approx-
imate the spatial radiance distribution either, and some modeling
of the thermal emission component is needed to predict the radi-
ance image at a given wavelength, which is beyond the scope of
the present work. However, for the purpose of predicting the spatial
structure of the images (shapes, contours of topographical features),
the Akimov disk function turns out to be still very useful except for
thermal emissions in shadowed regions, but shadowed regions are
excluded from the outset.

In a post-processing step, we apply a median filter (width 3 × 3)
to the averaged shift cubes at the given SC and then a boxcar smooth-
ing filter (width 3 × 3) to remove singular and high-frequency fea-

tures that are not expected for the true geometric distortions. The
resulting average geometric shift matrices are illustrated in Figs. 3
and 4 (actually, these images show the refined results from the sec-
ond pass analysis after several iterations; see Sec. II E). The average
shift in sample and line direction is (0.97, −0.02) IFOV for VIS and
(1.05, −0.09) IFOV for IR, and the color bar in the figure repre-
sents deviations from these mean values. 99% of the VIS shifts in
sample direction are in the interval [−1.32, 3.39] IFOV, and in line
direction in [−1.49, 2.47] IFOV. In the case of IR, these intervals are
[0.00, 2.92] IFOV and [−2.26, 2.36] IFOV. This demonstrates varia-
tions in the average shifts reaching 4 IFOV between low and high
values. The average shift matrices clearly show systematic effects
causing parts of the mismatch between simulated and uncorrected
measured images. Features due to the transitions between the OSFs
of the IR channel are distinctly discernible and most pronounced
for the shifts in line direction (see Fig. 4). The average distortions
are clearly spatially non-linear, which means that a simple pointing
correction (we recall that there are no fully reconstructed spacecraft
attitude SPICE kernels) or a redefinition of the VIRTIS-M-VIS and
-IR FOV in the SPICE frame kernel would not resolve this issue.
Moreover, the distortions are wavelength-dependent.

We investigated the reproducibility of the average shift matri-
ces by computing them again for two disjoint subsets of the entire

FIG. 3. Average shifts in sample direction. Panels in the left column are for VIS, and
in the right column for IR. Top row panels show shift cube at sample 128 in depen-
dence on SC and scanning mirror position; middle row shows cube at SC 201,
corresponding to about 0.608 μm (VIS) or 2.88 μm (IR) in dependence on sample
and scanning mirror position; bottom row shows cube at scanning mirror position
0 in dependence on SC and sample. The color bar shows values in IFOV relative
to mean over the entire respective shift cube (green, colorbar value 0.0; values
below −1.0 or above 1.0 are represented in black or light gray, respectively). Mean
values: 0.97 IFOV (VIS), 1.05 IFOV (IR).
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FIG. 4. Like Fig. 3, but for average shifts in line direction; mean values: −0.02
IFOV (VIS), −0.09 IFOV (IR).

database. In case of VIS, the two sets are given by the cubes where a
corresponding IR cube exists (first part of the 67P data until IR cry-
ocooler failure in May 2015, comprising 45 573 frames contributing
to the averaging) and by the remaining cubes (112 458 frames). In
the case of IR, we split the set of lines evenly into two chronologi-
cally consecutive parts (23 500 and 23 262 frames, respectively). The
resulting shift matrices are very similar to the matrices derived from
the entire database, and all qualitative features are reproduced. The
typical absolute deviations over the SCs, samples, and scanning mir-
ror positions between the VIS (IR) shift matrices for the two disjoint
mission parts are 0.18 IFOV (0.19 IFOV) in sample direction and
0.13 IFOV (0.16 IFOV) in line direction. The typical absolute devia-
tions to the matrices derived from the entire database do not exceed
0.11 IFOV.

We also investigated potential trends of the average shift matri-
ces with mission time and instrument temperatures. For this pur-
pose, we recalculated them while restricting ourselves to cubes
acquired in certain ranges of mission time or certain ranges of
instrument temperatures. However, we found no clear trends. The
average shift matrices alone are not sufficient to satisfactorily correct
all cubes uniformly, even considering pointing-, perspective-, 67P-
rotation-model, and DSM-related deviations; also compare Sec. III C
for an explanation. This does not affect our ability to perform a sat-
isfactory distortion correction though, because we will not just use
the information on the average distortions (see Sec. II E).

D. Flat-field correction
In addition to the determination of the average spatial distor-

tions, we are now in a position to obtain a correction factor to

improve the spatial consistency of the radiometric calibration, i.e.,
to refine the wavelength-dependent flat-field. For this purpose, we
investigate the statistical bias between measured and simulated radi-
ances directly by analyzing the responsivities of the spectels on the
detector. Those are associated with the geometrically uncorrected
measurements. Hence, the simulated images are shifted, using the
results from Sec. II B, to geometrically match the measured ones and
not the other way around. For a given cube and SC, the saturation-
blanked-out measured and the simulated images are normalized to
their 95th percentile to exclude effects from outliers. The resulting
normalized values below 0.1 are set to NaN to exclude pixels show-
ing only shadows or deep space, i.e., pixels with a low signal-to-noise
ratio (SNR). Next, the results are again normalized to the 95th per-
centile, this time independently for each line, in order to discard the
information on the absolute value distribution in dependence on line
within a cube. Now, the ratios of the resulting normalized measured
and normalized simulated lines are computed, and the median of
these ratios over all lines of all considered cubes is taken (total num-
ber of frames included for VIS: 158 031, for IR: 46 762). This yields a
matrix of 432 SCs × 256 samples for both the VIS and the IR chan-
nels. To just keep the information on the spatial variation discarding
absolute values, we normalize these matrices for each SC. Here, the
normalization factor for a given SC is the median over all samples of
the matrix entries at this SC, excluding ten-pixel margins from the
spatial detector edges. The ten-pixel margins are excluded because
it turns out that this is where the (uncorrected) radiometric calibra-
tion is spatially least consistent, and the nucleus is often not imaged
there, leading to lower statistical significance.

Assuming the errors of the simulations that are taken as refer-
ences here to be random due to the diverse orientation, illumination,
and observation conditions over the entire VIRTIS-M archive, the
432 × 256 VIS and IR matrices determined this way give us the
statistical bias of the spatial radiometric calibration (Fig. 5). They can
be regarded as flat-field refinement factors for improving the spatial
consistency of the radiometric calibration and can be used to remove
this bias by dividing the (geometrically uncorrected, base-pipeline-
calibrated) measured cubes by them. We note that the average of
the simulated images over all lines of all cubes (also normalized as
described) is not constant with the spatial sample (VIS: 1% higher
than average near detector center, 1% lower near detector edge;
IR: 3% higher near detector center, 5% lower near detector edge).
This means that taking just the average of the (normalized) mea-
sured images over all lines of all cubes as calibration refinement
factors would introduce a certain observation bias, and the above-
mentioned step where we divide by the normalized simulated lines
is necessary to avoid this.

We also investigated the reproducibility of the bias matrices by
computing them again, but for the two disjoint subsets of the entire
database defined in Sec. II B, see Fig. 5, top two rows.

The VIS bias matrix exhibits a quite linear trend of decreasing
values with increasing sample (order of 10% deviation between left
and right spatial detector edges, Fig. 5, “VIS” panels, and Fig. 6) that
is not shared by the IR matrix. On the IR channel, there appears in
the short-wavelength part a gradual decrease of the values by about
4% toward the spatially outer regions of the detector (see Fig. 5, “IR
mission part 1/2” panels, and Fig. 6). In the first IR mission part,
another spatial trend shows up in the thermal flank that does not
occur for shorter IR wavelengths (Fig. 5, “IR mission part 1”) or in
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FIG. 5. Flat-field correction. Top two rows: VIS and IR bias matrices (432 SCs
× 256 samples) for the first and second mission parts (differently defined for VIS
and IR, see text), respectively. Panel “VIS final”: VIS bias for entire VIS mission at
67P, used as VIS flat-field refinement factor. Panel “IR small-scale structure”: IR
bias small-scale structure matrix derived from entire IR mission. “IR crack-related
1”: crack-related flat-field bias at the begin of the IR mission at 67P (Julian day
5303.3 past J2000, 2014, July 9th). “IR crack-related 2”: the same at the end of the
IR mission (Julian day 5572.7 past J2000, 2015, April 5th). Panels “IR final 1”/“IR
final 2”: regularized IR bias matrices at begin/end of IR mission, used as IR flat-
field refinement factors at these mission times with time interpolation in between.
Color bar values below 0.95 are represented as blue, values above 1.05 as red.

the second IR mission part. The IR matrices exhibit artifacts clearly
caused by the crack in the IR OSF (Fig. 5, “IR mission part 1/2,”
images upper half, middle of IR spectral range). Both VIS and IR
show significant deviations (up to +100% in case of VIS, ±50% in
case of IR) at and close to (few pixels) the spatial detector edges
(see also Fig. 6). Finally, both the VIS and IR bias matrices exhibit
some irregular small-scale spatial structure (order of 1.4% magni-
tude in case of VIS and 1.0% in case of IR, feature widths of the
order of a few samples) consistent over a wide range of SCs but not
compatible between VIS and IR; also compare Fig. 6.

FIG. 6. Spatial profiles of flat-field correction factors. These are the medians of
the (final) flat-field correction factors over the SC range 101–301 that exhibits the
highest data quality in case of the VIS channel (IR: 1–251, i.e., discarding the
thermal flank). “IR large- and small-scale” shows only the reproducible compo-
nent for the IR channel, excluding crack-related features. In “IR large-scale,” the
spatially small-scale features are removed. The small-scale oscillations are not
noise-related but represent the small-scale spatial structures consistent over wide
spectral ranges (see Fig. 5).

We found the features of the VIS bias matrix to be largely
reproducible within statistical margins. Moreover, part of the noise
is reproducible and, therefore, due to some noise in the calibration
base pipeline. We use the VIS bias matrix with the best SNR, i.e., the
one derived from the entire mission at 67P, as a flat-field correction
matrix (see Fig. 5, Panel “VIS final”).

In contrast, not all features of the IR bias matrix are repro-
ducible. We, therefore, construct the IR flat-field correction by sep-
arating reproducible from not reproducible features. This is detailed
in Appendix D (supplementary material), the results of which we
summarize in the present paragraph. Isolating the IR matrix artifacts
related to the crack in the IR OSF, we found them to reproducibly
evolve quite linearly with mission time (e.g., the small circular fea-
ture near the center of the detector in the IR matrix: degradation
by 12% between the beginning of the mission at 67P and cryocooler
failure). Interpolating between the regression results for the crack-
related flat-field bias at the beginning and end of the IR mission
at 67P (Fig. 5, Panels “IR crack-related 1,” “IR crack-related 2”),
we can estimate this effect for a given mission time. Next, we can
separate an irregular small-scale spatial structure that is mission-
time-independent and reproducible, even in the thermal flank, and
consistent over wide spectral ranges in the IR matrix (VIS anal-
ogously) (see Fig. 5, Panel “IR small-scale structure,” and Fig. 6).
Finally, we found the spatially large-scale trend in the IR matrix
(VIS analogously) to be quite consistent over the entire spectral
range and reproducible, except for the IR thermal flank (Fig. 6).
In case of IR, we, therefore, apply a linear cutoff between SCs 251
and 301 (3.36–3.83 μm), bridging the reproducible large-scale trend
shortward of SC 251 and the constant value 1 (i.e., no spatially
large-scale flat-field correction) longward of SC 301. Multiplying all
three reproducible factors (mission-time-dependent crack-related
features, spatially small-scale features, spatially large-scale trend
with cutoff between SCs 251 and 301), we obtain a (mission-time-
dependent, regularized) reproducible flat-field correction matrix for
the IR data (see Fig. 5, Panels “IR final 1/2”).
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Furthermore, we investigated possible vignetting effects by
averaging, like before, the ratios of the measured and simulated
images, but this time in dependence on the scanning mirror posi-
tions. Compared to the determination of the bias matrices above,
the statistics is now split into 257 scanning mirror positions and,
therefore, too weak to deduce firm spatial trends with sample
and scanning mirror position, and reproducibility can also not be
demonstrated. Hence, we do not consider vignetting in the fol-
lowing. However, this analysis reveals that the spatially small-scale
spatial structures of the VIS and IR bias matrices mentioned earlier
are the same for all scanning mirror positions. This corroborates that
they are indeed instrument transfer function (ITF)-related artifacts
of the calibration base pipeline, because, if they were rather related
to a bias between measurements and (imperfect) simulations, differ-
ent scanning mirror positions would exhibit different such biases as
different places on the nucleus surface are measured. After correct-
ing the measured data for the small-scale features using the flat-field
correction matrices, the small-scale features that were consistent for
all scanning mirror positions disappear as well.

In summary, the flat-field refinement is now applied to the
geometrically uncorrected, base-pipeline-calibrated cubes. After the
flat-field refinement, the cubes are despiked and saturation-blanked-
out (Appendix A, supplementary material) and then geometrically
transformed according to the average shift matrices evaluated at
the scanning mirror positions actually contributing to the respec-
tive cubes. The resulting cubes prepare the “second pass distortion
analysis” presented in Sec. II E. In contrast, the basic geometrically
corrected cubes (i.e., despiked, saturation-blanked-out, geometri-
cally corrected according to Sec. II B, but without application of
flat-field refinement, without consideration of average shifts from
Sec. II C) used to produce the averages discussed in the present
section are referred to as “first pass.”

The spatial bias could potentially depend on instrument tem-
perature and evolve with mission time, but our analysis did not
show evidence for that apart from the mission time evolution of
the anomalies associated with the crack in the IR OSF. We also
investigated possible spatial 2D vignetting effects but found the data
available for averaging to be insufficient to reliably extract spatial
trends.

These kinds of moderate bias effects we are now able to correct
are not unexpected for such a complex instrument as VIRTIS-M,
where many aspects can only be investigated for a limited selection
of samples during ground calibration and can also change over the
course of such a demanding mission as Rosetta.

Figure 7 (Profiles “U” and “P”) illustrates the effect of the flat-
field refinement for an example spatial radiance profile of the IR cube
from Fig. 2 and its corresponding VIS cube. The corrections (≤5%
for VIS, ≤2% for IR over the shown sample range; larger toward the
spatial detector edges, see Fig. 6) are small in absolute terms, but
they are approximately consistent over all cubes, SCs, and lines and
improve quantitative comparisons of radiances from different cubes
sounding the same target.

E. Second pass distortion analysis
Now we take the obtained information on average shifts

and flat-field refinement into account to refine the geometric
preprocessing in a second pass. For this purpose, the preprocessed

FIG. 7. Spatial radiance profiles (“U” = unpreprocessed, “P” = preprocessed, “G”
= preprocessed and geometrically corrected, “S” = simulated and scaled to fit
mean of Profile P) from spatial line 21 of VIRTIS-M-VIS cube V1_00383489911
(SC 201 corresponding to 0.608 μm, with symbols; constant 4.11-sample-shift
between VIS and IR cubes recited in Sec. I removed in “G” and “S”) and corre-
sponding VIRTIS-M-IR cube I1_00383489908 [SC 21 corresponding to 1.19 μm,
no symbols; see horizontal while indication of line 21 in Fig. 2(e)]. Only part of the
sample range is displayed for better representation (outside of it, values are close
to zero). Ratios between “U” and “P” are approximately given by the spatial profiles
of the flat-field correction factors shown in Fig. 6.

cubes with the flat-field refinements and the average shifts applied
are compared to simulated images; also see the flow chart in Fig. 1.

Like in Sec. II B, GeFolki is now applied to obtain the shifts
for the measurements in sample and line direction needed to geo-
metrically match the simulations; see Appendix C (supplementary
material) for details. The new shifts can be regarded as corrections
to the average shifts and are non-zero because there may be ran-
dom spacecraft pointing/position errors, perspective shifts with SC,
or DSM inaccuracies. Since these second-pass shift corrections are
typically smaller than the first-pass shifts or the average shifts, the
behavior near the edges of the images, or the transition from illu-
minated to shadowed nucleus parts or deep-space, is better under
control now and more easily regularizable. In addition, in contrast to
the first pass, the flat-field refinement is now taken into account. To
avoid repeated interpolation, the net shifts (average plus second-pass
corrections) are then applied directly to the preprocessed measure-
ments that have been flat-field-refined and saturation-blanked-out
to yield candidates for the second-pass geometrically corrected
measured cubes.

It shall be noted that, by following Appendix C (supplementary
material), gaps in the reference data (shadowed regions, otherwise
low-radiance regions on the nucleus, off-nucleus pixels sounding
coma or deep space, even for entire off-nucleus cubes) are at least
corrected using the averaged shifts plus possibly a pointing cor-
rection, which even in these cases already leads to a substantial
reduction of the geometric distortions.

These candidates can sometimes suffer from geometric match-
ing instabilities, in particular in the presence of significant noise
(short- and long-wavelength flanks of VIS cubes), where the cubes
have only few pixels showing illuminated nucleus parts, or when
the images are blurry or exhibit few well-defined geometric features.
These instabilities already occur in the first pass, but the statistical
convergence leads to reasonable and useful averages. On the other
hand, not applying the second-pass shift corrections but only the
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averages clearly leads to stable but in many cases suboptimal cor-
rections, e.g., with respect to spacecraft pointing/position issues or
distinct residual shifts near the IR OSF transitions. This is why we
use the second-pass shift corrections, but we apply a regularization
to them as detailed in the following.

First, in the case of cubes with fewer than five bright pixels in
the simulation (this includes cubes sounding stars or just the coma
for example), we just apply the average shifts. A pixel is defined
as “bright” here and in the following if the simulated intensity is
≥5% of the maximum intensity in the simulated image (and this
maximum is greater than zero). Here, we refer to simulated rather
than measured images because we want to include just on-nucleus
pixels, and this is best determined from the simulation, thereby also
avoiding possible issues with residual spikes, coma soundings, and
stray light in the measured images.

Second, when there are more bright pixels, we correct for space-
craft pointing/position and DSM-related deviations by computing
the medians of the second-pass shift corrections over the range of
SCs 161–390 in case of VIS (because this is where the SNR is high-
est) and 1–300 in case of IR (because this is largely outside the
thermal flank). For all SCs, this correction is then added to the aver-
age shifts. This way, the resulting images are brought to a match
with the simulation, on average in the mentioned ranges. In case
the wavelength dependencies of the true shifts do not deviate sub-
stantially from those of the averages, this leads to a match at all
wavelengths.

The described correction corresponds to a pointing correction
(spatially and spectrally constant translation resulting from median
of second-pass correction over the illuminated on-nucleus pixels)
and a correction of the “residual feature mismatch” (RFM). The
terminology “residual” in RFM refers to the mismatch between geo-
metrical surface features in a simulated image and a measured image
after correction of the average distortions and pointing, and the RFM
correction serves to minimize this mismatch. An RFM correction
can refer to an individual SC or to the median RFM over a range
of SCs.

We note that often an RFM is clearly discernible for close-up
acquisitions of cubes where one lobe of 67P’s nucleus is in the fore-
ground with the other lobe in the background. It is often due to a
perspective error, i.e., a deviation between (the time evolution of)
the actual position of the spacecraft in the 67P body-fixed frame
and the information thereof implied by the SPICE kernels. Natu-
rally, a better approach than to shift the measured pixels would be
to rather correct (i.e., retrieve) spacecraft position and attitude (and
their time evolution over the cube) in the 67P body-fixed frame, but
from a few tests we found that this does not work well based on just
the VIRTIS-M measurements. In addition, 67P rotation model and
DSM mismatches would not even then be corrected. The next best
approach seems to be the described 2D co-registration. Incidence
and observation angles may be offset from the true values this way,
but only slightly (corresponding to perspective, rotation model, and
DSM errors), because at least the assignments to the footprints are
correct.

Third, for cubes with more than 150 bright pixels in the sim-
ulation, we have more spatial information available. We, therefore,
do not have to just use the median over the mentioned wide spectral
range to obtain reasonable statistical stability and can additionally

include wavelength-dependent corrections. This is performed by
boxcar-smoothing (width 21 SCs × 9 samples × 9 lines, or less in
line direction in case of cubes with fewer lines) the second-pass shift
corrections minus the median RFM correction. This way, we keep
variations of this term on larger scales, but small-scale fluctuations
are averaged out. The smoothing in wavelength direction excludes
the ranges covering the IR OSF transitions. The resulting smoothed
wavelength-dependent corrections are then added to the average
shifts and the RFM correction.

As an additional refinement, we carried out a second itera-
tion to determine the shifts based on the results of the second pass
distortion analysis; also see the flow chart in Fig. 1. For this pur-
pose, the first-iteration shifts of all cubes (the results of the present
section until this point) were again averaged according to Sec. II C,
and also the flat-field-correction was newly derived according to
Sec. II D to obtain the first-iteration average distortions and flat-
field-correction. Indeed, we found these to differ noticeably from
those of the first-pass analysis. To let the geometric corrections
for the off-nucleus pixels and the solar shadowed on-nucleus pix-
els, as well as the overall radiometric calibration benefit from the
first-iteration averages, and to provide an improved initial value
(the average distortions) for the geometric matching, a second iter-
ation of the geometric matching was carried out. We also computed
the average geometric distortions and flat-field corrections from the
second-iteration results and judged that the deviations from the pre-
vious iteration indicated still some room for improvement. Hence,
we carried out a third iteration. This time, the differences of the
newly averaged geometric distortion and of the flat-field correction
to those from the previous iteration turned out to be satisfactory
(typical absolute deviation for flat-field correction VIS: 0.02%, IR:
0.01%, for shift in sample direction VIS: 0.04 IFOV, IR: 0.02 IFOV,
for shift in line direction VIS: 0.02 IFOV, IR: 0.02 IFOV, where the
largest shift differences mainly occur at the poorly covered scanning
mirror positions and the noisy short- and long-wavelength flanks of
the VIS cubes). We note that the just given values are not statements
on the absolute accuracies of the average shift matrices and flat-field
corrections, but rather on the internal consistency of the described
approach to derive them.

The figures illustrating the average geometric distortions and
the flat-field correction (Figs. 3–6) and all other figures in this paper
in fact represent the results of this third iteration. In addition, the
preprocessed and geometrically and radiometrically corrected cubes
we provide (Appendix C 5, supplementary material) are the results
of this last iteration.

Figure 8 illustrates characteristic effects of our corrections on
radiance spectra. Overall, the spectral continuity is improved, most
discernible around the IR OSF transitions and the transition between
the VIS and IR spectral ranges in case of pixel footprints near a local
terminator. Spectrally large-scale trends over the entire wavelength
range can be affected, too. Apart from small adjustments of the abso-
lute scaling, the flat-field correction has almost no spectrally varying
effect on an individual spectrum since the correction factor is mostly
constant with SC (see Fig. 5). Artifacts from saturation effects in the
IR thermal flank are blanked out by NaN. Effects on example spa-
tial radiance profiles are shown in Fig. 7. A significant improvement
in the co-registration can be discerned. The flat-field correction is
most pronounced in spatially outer regions of the detector, and in
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FIG. 8. Typical effects of geometric preprocessing on radiance spectra
recorded in VIRTIS-M-IR cube I1_00383489908 and corresponding VIS cube
V1_00383489911. Top: spectrum for sample/line = 121/67 indicated by the white
cross in Fig. 2(e) close to a local terminator. Bottom: the same for sample/line
= 116/106 [black cross in Fig. 2(e)] far from a local terminator. The shaded
wavelength range indicates the spectral overlap between the VIS and IR chan-
nel ranges. “Radiance shifted” corresponds to Fig. 2(e), “Radiance unshifted” to
Fig. 2(a), and “Radiance unpreprocessed” to base pipeline calibrated data illus-
trating spectral artifact (here bottom panel IR ≥ 4.5 μm) before blanking out of
saturated data. “s-shift” is the spectrum of the shift in sample direction for the
respective pixel, and “l-shift” is the one for line direction, both from Sec. II E results
(average shift plus regularized second pass correction). The 4.11-sample-shift
between VIS and IR cube is not represented in “s-shift” to omit the large offset.
The VIS spectra refer to positions shifted by 4 samples (4.11 samples in case of
“Radiance shifted”) to make them better comparable to the IR spectra.

the case of IR, also near the central region of the detector; compare
also Fig. 6.

We point out that the resulting cubes are spatially co-registered
among the SCs and with respect to the simulations. In contrast, when
only the average distortions are corrected, the cubes are not neces-
sarily co-registered, but the optical distortions of the instrument are
approximately corrected.

Of course, due to the complexity of the VIRTIS-M data and the
many different observation situations, our distortion corrections are
not optimal in each and every case, and slight residual distortions
(mostly on subpixel scales) can often be noticed in direct compar-
isons. However, overall, the so-corrected measured cubes are both
quite consistent in wavelength direction and geometrically match
the simulated images well. These regularized third-iteration second-
pass corrected cubes (or, short, just “second-pass corrected cubes”)

are the ones that we plan to use for retrieving surface information in
the future.

Until now, the 4.11-sample-shift between VIS and IR data was
not taken into account. For each IR cube, there is also a correspond-
ing VIS cube (but not the other way around). For convenience, we
also generate corrected VIS cubes with an additional shift of 4.11
samples (applied together with the other shifts in the final interpo-
lation) when a corresponding IR cube exists, to optionally have a
common geometric reference for VIS and IR cubes. Then, VIS and
IR cubes need just be stacked to get corrected VIS–IR cubes covering
the entire VIRTIS-M spectral range, but it has to be kept in mind that
the PSF is wider in the IR part than in the VIS. In a future retrieval of
facet properties, the VIS and IR measurements can be referred to the
same geometry this way for cases where the error introduced by the
different motion blurring effects (VIS typical integration time 16 s,
IR 3 s) is acceptable.

F. Investigation of time tag deviations
Based on a selection of cubes from different phases of the mis-

sion at 67P, where the simulated images are very sensitive to small
variations of the spacecraft position in the 67P body-fixed frame
(e.g., a feature in the background lobe of the nucleus disappears
or appears behind the current horizon of the foreground lobe), we
investigated whether a small offset in the time tag of the acquisition
of the VIRTIS-M cube can improve the geometric match between
measurement (at a reference SC) and simulation. We found that
offsets exceeding ±30 s can be excluded and mostly also offsets
exceeding ±10 s, compared to the typical time of 20 s between the
acquisitions of the single lines. In no instance did we find evidence
that a time tag shift can improve the geometric match. Over such
short time spans, shadow lines do not move perceptibly at the spa-
tial resolution in the selected cubes. This means that a time tag offset
is unlikely to explain why for a number of those cubes the shadow
lines are perceptibly shifted with respect to the topographic features
when comparing measurements and nominal simulations. The blur-
ring of the shadow lines caused by the Sun being an extended light
source, which we did not take into account in our simulations, is on
a much smaller spatial scale than the observed discrepancies.

III. DISCUSSION AND CONCLUSIONS
The geometric distortions derived in Sec. II are not completely

random but exhibit consistent trends with an additional seem-
ingly random component. We interpret the behavior to be mainly
caused by two different superimposing effects: the optical distortion
error, which we discuss in Sec. III A, and pointing, perspective, and
other errors, to be discussed in Sec. III B. We then take a closer
look at causes of wavelength-dependent mismatches between sim-
ulations and measurements corrected for average distortions and
pointing (Sec. III C) and characterize cubes that are difficult to
match (Sec. III D). Finally, we focus on the typical impacts of our
corrections on the measured spectra (Sec. III E).

A. Optical distortion error
The average of the shifts over many cubes, assuming cube-by-

cube deviations from this average to be random, shows a consistent
component. Some aspects of it are different between VIS and IR
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(in the spectral direction and probably more related to the IR OSFs’
properties; see Figs. 3 and 4, top and bottom rows); others are
similar (in the spatial directions and probably more related to aber-
rations of the optics that is shared by the VIS and IR channels;
see Figs. 3 and 4, middle rows). This leads us to the interpre-
tation that there are previously unaccounted distortions of the
instrument’s optical properties. As a shorthand, we will call this
“optical distortion error.” We approximate it by the average shifts
(Sec. II C), which we also denote by “average distortions.” We
note that they are spatially non-linear, since pure (spatially con-
stant) translations in sample and line directions cannot capture their
behavior.

The optical distortion error is in part a consequence of the
astigmatism caused by the spherical mirrors (Piccioni et al., 2007)
employed in the design of the VIRTIS instrument. Because of this
aberration, the best spatial and spectral focal points are located in
two different positions. VIRTIS has been aligned in a configuration
between these positions to guarantee the overall requirements, and
the resulting spectral-spatial optical distortions are due to this com-
promise. The overall behavior of both the VIS and the IR shifts in
the spatial directions is reminiscent of the smile and keystone optical
distortions that are characteristic aberrations of hyperspectral imag-
ing data due to lenses with spherical surfaces and with tilted optical
paths (Khurshid et al., 2006; Yokoya et al., 2010), such as it is the
case with VIRTIS-M. Differences between the SC-dependencies of
the VIS and IR shifts include the anomalies occurring at OSF transi-
tions. The OSFs are placed before the detector. Therefore, the optical
beam is passing through them when it is not yet focused. This gives
rise to several kinds of anomalies related to the OSF transitions, like
the IR channel shift anomalies and an asymmetric behavior of the
measured radiance signal at sharp features like shadow boundaries
or the limb. The corresponding geometric mismatches can often not
be fully corrected.

Since the scanning mirror is flat and placed in front of the tele-
scope, it is technically not possible that the optical distortions change
with scanning mirror position. However, the derived average distor-
tions change with it, and quite linearly so, with very nearly the same
slope for any given SC and sample and both in case of the VIS and
the IR channel (slope −0.0106 IFOV per line, from the Theil-Sen-
Siegel estimator, Siegel, 1982, which is based on repeated medians to
estimate slopes and is still statistically robust even when nearly half
of the data are outliers). This can be reconciled by a slight redefini-
tion of the FOV (1.07% wider scanning angle steps counting from
scanning mirror position 0), which removes the change of the opti-
cal distortions with scanning mirror position apart from noise and
artifacts. At this opportunity, one can derive a redefinition of the
FOV that captures the linear components of the average distortion
matrices. This is achieved through a FOV that, compared to the
one defined in the VIRTIS frame SPICE kernel, is 0.25% wider in
sample direction counting from mid FOV and translated by 1.04
IFOV in sample direction and by −0.075 IFOV in line direction.
Then the only average distortions left, apart from noise and artifacts,
are those in dependence on SC and sample. They are visually very
similar to the bottom panels of Figs. 3 and 4 and not represented
here. The match between measured and synthetic images using a
recomputed geometry based on this redefined FOV is improved, but
significant mismatches remain since the SC-dependent non-linear
components are not considered. In addition, the non-systematic

mismatches remain. Therefore, we do not further pursue this FOV
redefinition, which is mainly interpretative.

B. Pointing and perspective errors and errors related
to rotation model and DSM

We now focus on the non-systematic component of the geo-
metric mismatch between measured and simulated images. There
may be mismatches between the actual relative position and point-
ing of the instrument in the 67P body-fixed coordinate frame and its
representation in the SPICE kernels, for instance, due to real devi-
ations or due to a low time sampling rate of actual attitude data
measured for the spacecraft. In addition, we recall that there are no
fully reconstructed spacecraft attitude SPICE kernels.

For pointing-related mismatches like homogeneous transla-
tions of an image in sample and line directions and rotations, we
will use the shorthand “pointing error.” “Perspective errors,” on
the other hand, are due to errors in Rosetta’s position in the 67P
body-fixed frame and, therefore, the observation point. They lead
to perspective mismatches, which often have more subtle effects
depending on the local topography and are most easily recognized
when one lobe of 67P is in the foreground with the other lobe
in the background. Since the VIRTIS-M image acquisition is not
instantaneous, the pointing and perspective errors, which are mostly
between zero and up to a few pixels, depend on the time evolution of
pointing and position. This can also explain certain kinds of geo-
metric mismatches that are of second order and much harder to
recognize and correct.

Together, pointing and perspective errors contribute to the
non-systematic component of the geometric mismatch, but they
cannot explain all of it. Deviations between the true shape of the
67P nucleus at the time of acquisition of a cube and the DSM
(Preusker et al., 2017) used to compute the corresponding simu-
lated image, most likely in the cm to m scale, can also contribute to
the geometric mismatches. Such deviations can be due to the topo-
graphic evolution of surface features with mission time (boulders,
cliffs, dunes, etc.) caused by cometary activity but also to (systematic
or random) issues in the DSM reconstructed from images acquired
by Rosetta’s OSIRIS instrument (Keller et al., 2007). In addition,
inaccuracies in the rotation model of 67P can lead to mismatches,
e.g., of shadow lines. Since we carry out the simulation in the 67P
body fixed frame, the 67P rotation model is already taken into
account, and errors thereof can be considered as contributors to the
pointing and perspective errors. Still, the position of the Sun in the
67P body-fixed frame is affected as well, causing the mentioned mis-
matches not only in the shadow lines but also in the illumination
angles in general. Deviations in the latter are not critical though,
since the discrepancy is usually of the order of just a few degrees at
most and the simulation error is continuous with illumination angle
(apart from shadowing effects). Discontinuities that can occur, e.g.,
when the footprint of a viewing ray is due to a geometric mismatch
associated with a point on the nucleus surface far away from the true
one (in extreme cases on the wrong lobe), are more problematic.

A pointing error can be corrected exactly by translations and
rotations of a measured image, in case the time evolution of the error
over the cube acquisition is negligible. In contrast, the correction
of a perspective error requires spatially non-linear shifts, in par-
ticular in the presence of a strong topographical structuring of the
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observed target. In case topographical prominences cause occlusions
of other parts of the nucleus, our geometric shifts cannot exactly cor-
rect perspective errors (but pointing errors), and only approximate
corrections are achievable. This also applies to DSM mismatches and
shadow line mismatches. The latter are mostly subpixel, but in a few
cases, depending on incidence angle, observation angle, observation
distance, and topographic conditions, they exceed ten pixels with
respect to their topographical surroundings. They can be caused by
rotation model errors as well as DSM errors of the local topography
and possibly topographical prominences somewhere else.

Errors in our geometric corrections themselves mainly occur in
the spectral ranges most affected by low SNR (e.g., short and long
wavelength edges of the VIS cubes) and also in the ranges affected
by the IR OSF transitions and the crack. Using the methods detailed
in Appendix C (supplementary material, in particular matching for
median images of chunks of SCs, Appendix C 1) and the regulariza-
tion of the shifts (Sec. II E), we were mostly able to keep the impact
of low SNR on acceptable (subpixel) levels.

C. Wavelength-dependency of perspective
mismatches

After correction of the average distortions and pointing, we
found the perspective errors to depend on SC. This is most evi-
dent in the IR OSF transitions when cycling through visualizations
at different SCs. Other spectral ranges are affected as well, and the
magnitude of this effect varies with spatial sample and scanning mir-
ror position. This is even the case when the cubes are in addition
median-RFM-corrected (Sec. II E). This is equivalent to the effect
that the deviations of the full (regularized) shifts from the average
shifts depend on SC, where these deviations change from cube to
cube.

One possible explanation is that the geometric shifts could
potentially depend on instrument temperature and evolve with mis-
sion time such that the average shifts alone cannot fully parameterize
the distortions for a given cube. However, we found no clear evi-
dence for such trends (Sec. II C). Nevertheless, even without being
able to completely predict the shifts for a given cube in such a
way, we can still satisfactorily correct most cubes using the indi-
vidual (regularized) geometric shift cubes and not just the averaged
shifts.

To provide another explanation for this behavior, we observe
that the aberrations of the VIRTIS-M optics can lead to deviations
of the footprint of the slit on the 67P nucleus surface from the
nominal (idealized) one. This deviation depends not only on spatial
sample and scanning mirror position but, possibly due to astigma-
tism, also on SC. In addition, there are the shift anomalies in the IR
OSF transitions. In addition, we note that for a line scanner such as
VIRTIS-M, the perspective from which a scene is observed naturally
changes from line to line within a cube due to spacecraft motion in
the body-fixed frame.

We now consider a situation where the average shift in line
direction at a given SC, spatial sample, and scanning mirror posi-
tion is +1 IFOV and the scanning mirror steps between consecutive
acquisitions are likewise +1 IFOV. Then the true footprint is 1 IFOV
behind in the scanning direction of the instrument (behind, because
this needs +1 IFOV to correct it to the nominal viewing direction).
Only for the acquisition at the next scanning mirror position l0 + 1,

the true footprint coincides with the nominal footprint at acquisi-
tion l0. However, at l0 + 1, for typical cubes acquired 20 s later than
l0, the perspective from which this footprint is observed is already
slightly different from the perspective at l0 due to spacecraft motion
in the 67P body-fixed frame. The correction of the average distortion
in the measured image shifts the footprint at l0 + 1 into the nominal
line l0 of the corrected image to match the observed footprint to the
nominal one. Hence, line l0 of the corrected image shows footprints
that are nominally aligned but observed from different perspectives
after correction because the average distortion varies across the line.
In the same way, the optical distortion anomalies in the IR OSF
transitions cause perspective mismatches in the continuity of the
measured radiances in the SC direction that concentrate in narrow
SC ranges.

There are two straightforward ways to handle the optical dis-
tortions. First, the (geometrically uncorrected) measured cubes are
accepted as they are, and the geometry is computed with the optical
distortion taken into account. This approach requires geometry data
that depend on SC. Indeed, we have computed such geometry data
for selected cubes, utilizing the average distortions. The correspond-
ing Akimov-simulations then closely follow the behavior of the
measured cubes regarding, e.g., footprint deviation from nominal
and perspective continuity along the SC direction. Still, mismatches
related to the 67P DSM and rotation model remain, and also mis-
matches caused by the difference between (the time evolution of) the
true pointing and position of Rosetta in the 67P body-fixed frame
and those used in the simulations. In order to achieve a better match
between simulation and measurement, either the simulations have
to take this into account or the measurements have to be shifted
accordingly. As mentioned earlier, this approach would lead either
way to a large amount of required storage space and processing time
for the geometric modeling in the future retrieval of surface prop-
erties from the VIRTIS-M measurements. In addition, it would be
difficult to specify well-defined individual spectra because an uncor-
rected measured spectrum at a given sample and line results from a
mix of different surface footprints.

The other way to geometrically match measurements and sim-
ulations is to shift the measurements to match the simulations. This
has the disadvantage that the measurements have to be interpolated,
and, as we have now seen, that the perspective after correction may
not always match that of the simulation, an effect that can some-
times not be fully corrected. Mismatches related to the DSM and
rotation model have to be corrected in addition either way. Balanc-
ing the disadvantages, this is the approach we have chosen to pursue
in the present work.

The above proposed explanation for the failure of the aver-
age shift matrices alone to satisfactorily correct all cubes uniformly,
not considering position, attitude, rotation model, and DSM issues,
would explain several issues. For instance, the geometric mismatches
between the measured images of a given cube at different SCs after
correction of the average distortions are then really due to per-
spective effects that, therefore, can change from cube to cube and
in different ways with SC (because the average distortions vary
with SC), in a seemingly unpredictable and irreproducible way.
While some cubes are extremely sensitive to perspective changes
(Sec. III D), others are not or almost not. The extremely sensitive
ones are nearly impossible to match, either only correcting the aver-
age distortions and pointing, or including a median RFM correction
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(Sec. II E), or applying the full regularized corrections. In addition,
this explains the difficulty to match the measurements in the IR OSF
transitions. Moreover, the perspective mismatches are usually most
pronounced near the spatial edges of a cube (for a given line, this
is where the largest shifts in line direction are). Furthermore, this
would explain why these perspective effects are more discernible in
IR cubes than VIS cubes (because the IR OSF transitions exhibit
larger shift variations in line direction and the largest VIS shift vari-
ations in line direction are in the spectral ranges strongest affected
by noise and stray light masking these perspective effects; shifts in
sample direction do not cause perspective mismatches).

Hence, we argue the geometric distortions of any cube and
image to be largely reproducible and predictable (by taking them
into account in SC-dependent geometry data) without significant
effects from instrument temperature or with mission time. The com-
plex behavior of the local perspective and inadequacies in the utilized
DSM (e.g., due to topographic changes with mission time), the 67P
rotational model, and Rosetta’s trajectory and pointing in the 67P
body-fixed frame, however, make the full exploitation of the implica-
tions impractical. The shift to a common geometry is not predictable
so easy anymore and depends on cube and SC.

D. Cubes that are difficult to match
There are a number of cubes that are extremely sensitive to the

tiniest perspective changes. They are incredibly difficult to match,
both among the different SCs and with respect to the simulation.
Most of these cubes are, at least in some of their parts, very blurry
and exhibit hardly any well-defined geometrical features that can
serve as references for the geometric matching. Typically, a rotation
of the footprint of the slit is involved, which leads to fix points in the
slit footprint over the course of a cube. Such a fix point, including
a certain surrounding, appears as featureless in the measured and
simulated images. Actually, we see the time development of this
point over the course of the cube, a time span over which usually
no recognizable changes are expected. A slight perspective change
in this situation, for instance, associated with the shift anomalies
in the IR OSF transitions or the crack (where the optical properties
strongly change as well), leads to a large jump in the true footprint
that is not reached by the regular scanning even after many frame
acquisitions. Correcting this by corresponding shifts may lead to an
improved alignment of the footprints, but the perspective may then
be completely different from the nominal (that is, simulated) one.

Mostly our geometric matching leads to a balance between
a correction of the footprint dislocation and the perspective mis-
match such that neither is fully corrected but both are somewhat
corrected. DSM mismatches amplify these issues. Cubes that are
only moderately sensitive to perspective changes can usually be sat-
isfactorily corrected. However, even when the geometric features are
well matched in most spectral ranges, matching anomalies remain
in the IR OSF transitions or in connection with the crack because
perspective mismatches often cannot be well compensated.

E. Impact on measured spectra
A selection of geometrically preprocessed spectra is displayed

in Fig. 8 in comparison to the corresponding unprocessed spectra.
We note that in the case of the pixel footprint close to a local ter-
minator, the artifacts at the OSF transitions of VIRTIS-M-IR can

now be considerably reduced (Fig. 8, top). In the uncorrected mea-
surements, the artifacts are caused by a number of SCs of this pixel
having their actual footprints closer to the shadowed region just
across the terminator, while other SCs are still fully sounding the
illuminated area, a behavior that is adjusted by the geometric distor-
tion correction. This is the reason why these kinds of artifacts occur
at footprints in the vicinity of large brightness contrasts, but analo-
gously, the spectral information is spatially mixed also in other areas,
with adverse effect particularly near boundaries between areas with
different surface properties, e.g., at boundaries of water ice patches
or possibly of morphologic regions. Due to the complex topography
and morphology of 67P, such artifact-affected pixels are quite abun-
dant in the VIRTIS-M data. The artifacts at the OSF transitions have
prevented the quantitative analysis of the respective spectral ranges
(see list in Sec. II C) in earlier papers (Capaccioni et al., 2015; Filac-
chione et al., 2016b; and Raponi et al., 2016). This includes one of
the water ice absorption bands, i.e., the one at 1.5 μm.

The same terminator effect can be observed at the transition
between the VIS and IR range and within the VIS range, as also
illustrated in Fig. 8, top. Due to the change of the IR shift in line
direction between 2.5 and 5.1 μm over 0.5 IFOV in this case, the
overall spectral behavior can also change significantly in the long-
wavelength range, affecting surface temperature retrieval. Although
the latter has been performed by Tosi et al. (2019) utilizing only the
spectral range 4.5–5.1 μm over which the spectral behavior itself is
not distorted much, the precise association of the retrieved temper-
ature data to the actual surface footprint location or to quantities
retrieved from other wavelength ranges is certainly affected. This is
especially relevant in the vicinity of terminators, where the calcula-
tion of spatial and temporal temperature gradients is clearly affected,
with an impact on the investigation of thermal degradation of the
surface material.

Even though the bottom panel of Fig. 8 depicts a spectrum far
from a local terminator, the radiance trend of the thermal flank
≥3.5 μm is slightly different after correction with corresponding
effect on retrieved surface temperatures. Otherwise, the geomet-
ric distortion correction does not significantly affect the spectrum
shown in the bottom panel.

It shall be mentioned that there are instances where the geomet-
ric correction and flat-field refinement do not completely remove
spectral artifacts (in part due to our simplified FWHM model of
the PSF or residual perspective mismatches) or even introduce new
issues, but for the vast majority of individual spectra, the spec-
tral behavior is improved. It is clear that the co-registration of the
measured images with the simulated ones and the co-registration
among the images at different SCs are important prerequisites to the
quantitative evaluation of the individual spectra.

Previous surface property analyses based on VIRTIS-M mea-
surements are only marginally affected by this geometric mis-
match because they mostly rely on statistical comparisons (e.g., for
extended regions on the nucleus surface, over extended time spans)
where pixel-level mismatches average out (e.g., Capaccioni et al.,
2015; Ciarniello et al., 2015; 2016; Raponi et al., 2016; Filac-
chione et al., 2016a; and Tosi et al., 2019), or no spatial information
is taken into account due to global averaging (Raponi et al., 2020).
Mainly single-cube pixel-level analyses would potentially be affected
(e.g., Filacchione et al., 2016b; 2016c), but in the cited cases the
measured spectra are still averaged over a number of pixels, the
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geometry varies not significantly in the surroundings of the inves-
tigated targets, and the used wavelength ranges are comparatively
narrow and, therefore, the measurements do not suffer a large spa-
tial shift variation over the wavelengths. In addition, spectral albedos
derived from the measured radiance spectra by a photometrical cor-
rection are affected by a geometric mismatch, but normalization at
a given wavelength reduces the resulting error. The main effect in
these cases is on the precise association to the geometry, i.e., lon-
gitude and latitude range or DSM facets covered by the areas of
interest, and the pixel-level comparison of data from different cubes
nominally showing the same footprint coordinates. The two areas of
interest in (Filacchione et al., 2016b) extend over the order of 100 m
and were imaged by four VIRTIS-M-IR cubes at spatial resolutions
of 12.5, 7.5, 2.5, and 7.5 m per pixel, respectively, with geometric
mismatches at 2.0 μm of 0.9, 1.5, 4.2, and 1.7 pixels, corresponding
to 11 m on average. The two areas of interest in (Filacchione et al.,
2016c) were sounded by two VIRTIS-M-IR cubes (a few pixels each)
at 20 m per pixel with geometric mismatches at 2.0 μm of 0.8 and 1.2
pixels, respectively, corresponding to 20 m on average.

IV. SUMMARY
In the present work, we performed a geometric correction

of hyperspectral images of comet 67P acquired by the VIRTIS-M
instrument onboard Rosetta and derived an improvement of the
radiometric flat-field calibration. We provide two different versions
of corrected data, first, where only the optical distortions of the
instrument are corrected, and second, where in addition geomet-
ric surface features exhibited in the measurements are aligned to
the ones in the simulations (wavelength-dependent co-registration);
see Appendix C 5 (supplementary material). The second version
is required to compensate geometric mismatches caused by point-
ing and perspective errors as well as potential 67P rotation model
inaccuracies and deviations between the true shape of the nucleus
at acquisition time and the utilized digital shape model. The co-
registration success depends on the spatial distribution of the
observed surface features and the image quality. The stability of
the co-registration among different SCs is now very good for most
cubes.

The presented method of the geometric correction and the flat-
field correction can be applied to imaging data acquired by other
missions to atmosphereless solar system bodies with feature-rich
topographies and a high quality DSM available.

In future retrieval of nucleus surface properties using, e.g., the
Hapke or Shkuratov models, the remaining mismatches are expected
to mainly have localized effects. This means that, after our cor-
rections, the association of the measured radiance spectra to the
correct surface footprints is problematic mostly only in places with
strong perspective discontinuities, shifted shadow lines, and DSM
errors. Errors in the associated incidence and observation angles are
expected to be acceptable as long as the assignments to the footprints
are correct.

The now achieved overall good match between the geometri-
cally and flat-field corrected measurements and the geometry data
taking into account the instrument’s PSF enable an improved pho-
tometric analysis. Using an approach like the one by Kappel et al.
(2025), it is possible to very efficiently perform the geometric mod-
eling, and one can focus on spectral modeling, e.g., applying the

models by Hapke (2012) or Shkuratov et al. (2011), possibly also
including a thermal model. Based on this, we intend to retrieve
compositional and physical surface properties by fitting simulated
to measured spectra in our future work. Here, we will assume the
facet properties to be constant over time within a certain time span
where heliocentric distance change and, therefore, overall surface
evolution are small. This will allow us to retrieve the facet proper-
ties as parameters that are common to multiple observations of the
same target region on the nucleus, for which we intend to apply the
Multi-Spectrum Retrieval algorithm (Kappel, 2014). This way, we
can exploit that the photometric information is sampled by different
observation and illumination geometries, resolving degeneracies of
the measured spectra acquired in just a single measurement, i.e., at
just one geometry. An indispensable prerequisite for this approach
is the spatial and radiometric consistency of the measurements that
we were able to improve in the present work.

SUPPLEMENTARY MATERIAL

In the supplementary material (Appendix), we present details
on the data preprocessing, geometric modeling errors, feature-based
image matching, and construction of the IR channel flat-field cor-
rection. We also provide the calibration data derived in the present
work (flat-field correction factors, cubes of average shifts in sample
and in line direction for both the VIS and the IR channel data, lists
for separating cubes into subcubes); see description in Appendix C 5
(supplementary material).
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